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Abstract 

E-commerce has transformed how businesses operate, providing customers with convenience and 
companies with access to global markets. However, despite its vast potential, many e-commerce 
initiatives have failed due to either external conditions such as local or global market fluctuations 
or internal conditions such as a mixture of poor planning, financial mismanagement, operational 
inefficiencies, and cybersecurity risks. Focusing on the market fluctuations which is a key component 
for external conditions. A simulative dataset that mimics real-world market conditions is used to 
present contribution of machine learning to decision making stages. The usage of informatics could 
help mitigate these risks by improving decision-making, security, and operational efficiency, and in 
turn could prevented many of the failures.
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INTRODUCTION 

E-commerce heavily relies on accessibility, 
speed in delivery, and sharing and exchanging 
goods, services and information on demand [1], 
[2], [3]. The rise of e-commerce has been fueled 
by advances in technology, growing internet 
accessibility, and changing consumer habits [4] 
[5].  While some businesses thrive in this digital 
landscape, many others struggle to survive 
[6], [7]. Researches suggests that a significant 
percentage of e-commerce startups fail within 
their first few years [8]. Understanding why 
these failures occur is essential for businesses 
looking to create sustainable and successful 
online ventures.

The collapse of companies like Webvan, Boo.
com, Etoys, Flooz.com and Quibi highlights the 
consequences of poor planning and execution [9], 
[10]. Among them, Webvan was founded in 1996, 
with $1.2 billion funding, a startup that aimed to 
transform the grocery industry by offering online 
ordering and home delivery. Unfortunately, 
neglecting crucial factors such as not having 
a viable business model, avoiding sustainable 
cost management, and comply with market 
dynamics contributed to the failure in 2001 [11], 
[12]. Similarly, Boo.com was a promising online 
fashion retailer, launched in 1999.  A cutting-
edge online shopping experience for high-end 
consumers was in the plan. Unrealistic spending 
and unclear direction gradually steered to its 
failure in 2000 [13], [14].  

Multiple studies present post-mortem analysis 
about the reasons of failure [10], [15]. Some of 
the emerging common threads can be outlines 
as follows; an inability to generate sustainable 
revenue due to ignoring the market dynamics, 
bad product-market fit due to not conducting 
any market research, losing to competitors as a 
result of lacking market oriented management, 
and simply running out of money because 
of unnecessary or misguided expansion or 
expenditure. 

Through the manuscript, the cause of failure 
split into two main groups; external conditions 
such as local or global market fluctuations etc. 
and internal conditions such as a mixture of poor 

planning, financial mismanagement, operational 
inefficiencies, and cybersecurity risks etc. These 
are groups usually includes country-specific 
conditions and can be expanded without any 
restriction.  

The initial aim of this manuscript is to outline 
internal conditions from the literature review. 
The second aim is to demonstrate how the 
inability to utilize informatics and data-driven 
decision-making can result in business failure 
and then use of Machine learning (ML) to help 
overcome some of these challenges. 

A condense literature review presented in the 
following sections.  Key Reasons for E-Commerce 
Failure are abstracted from references given in 
the text. Then, a microdata set that is artificially 
generated that mimics market conditions is used 
to present contribution of ML to decision making 
stage. Some suggestions are outlined for future 
e-commerce attempts. 

The Role of Informatics in E-Commerce

In the context of this study, the term, informatics 
refers to the collection large volume of the 
data, processing them for multi-purpose, and 
application of the findings to elevate business 
via using in decision-making and also operations 
[16], [17], [18]. In simple terms, informatics helps 
e-commerce companies to analyze consumer 
behavior, optimize inventory, enhance 
cybersecurity, and personalize marketing 
strategy [19]. 

One of the most impactful applications of 
informatics is in big data analytics [20]. At 
this stage ML applications come into use, as it 
happens in different scientific applications [21], 
[22], [23], [24]. ML and big data can evaluate 
customer preferences and predict tendency of 
buying in future, and then modify inventory 
requests accordingly. As a result, the usage of 
the informatics helps companies to avoid both 
stock shortages of highly demanded products 
and also overstocking low demanded goods.

Addition to managing the market, cybersecurity 
is another vital area where informatics comes into 
play [25], [26]. Advanced encryption, artificial 
intelligent (AI) driven fraud detection [27], and 
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blockchain technology [28] help protect sensitive 
customer information from cyber threats which 
also uses similar technology [29]. 

Note that informatics enables seamless 
integration of different e-commerce functions, 
such as payment processing, customer 
relationship management, and supply chain 
tracking [30], [31]. By automating and optimizing 
these processes, both conventional and online 
businesses can reduce operational costs and 
improve efficiency.

Key Reasons for E-Commerce Failure

A quote attributed to Benjamin Franklin states 
that. "If You Fail to Plan, You Are Planning 
to Fail". It is still valid axiom. Regardless of 
being conventional or e-commerce initiative all 
commercial activities require careful planning 
ahead. This actions requires knowledge. Lack 
of knowledge or misinterpretation of the data 
drags the company to unwanted locations. 
The following compilations from literature 
summarizes some of the reasons for failure. 
Note that this list is not exhausted list and can be 
extend beyond the limit of the manuscript. 

A) Pre- launching period;

Inadequate Market Research, many e-commerce 
ventures fail because they don’t understand their 
audience or industry well enough. Entrepreneurs 
sometimes launch platforms without fully 
grasping market demand, consumer behavior, 
or competitive landscapes [32]. Without this 
critical knowledge, businesses often invest 
resources in the wrong places and struggle to 
attract customers.

Poor User Experience (UX) and Website Design, 
customers expect a seamless and intuitive online 
shopping experience. Issues such as slow loading 
times, confusing navigation, and a lack of mobile 
optimization can frustrate users and lead to high 
bounce rates and abandoned carts [33]. A lack 
of personalization and poor customer support 
further deter potential buyers.

B) Operational period

Security and Privacy Concerns, consumers need 
to trust an e-commerce platform before making 

a purchase. Security breaches, weak encryption, 
and unprotected payment gateways expose 
businesses and customers to fraud [34]. Failing 
to implement strong security measures can result 
in financial losses and a damaged reputation.

Logistical and Supply Chain Challenges, timely 
and reliable order fulfillment is a crucial part of 
e-commerce success. Businesses that struggle 
with inventory management, shipping delays, 
or inefficient return policies risk losing customer 
trust [35]. Without streamlined logistics, even 
the best products can fail to reach the right 
customers at the right time.

C) Management issues 

Financial Mismanagement, many startups 
overestimate their potential revenue while 
underestimating operational costs [36]. Poor 
budgeting, unsustainable pricing models, and 
cash flow problems can quickly sink a business. 
Without a solid financial plan, even promising 
e-commerce ventures can run out of resources 
before they gain traction.

Ineffective Digital Marketing Strategies, in a 
highly competitive online space, businesses need 
strong digital marketing strategies to attract and 
retain customers. A lack of SEO optimization, 
weak social media presence, and poorly targeted 
advertisements result in low visibility and poor 
sales [37]. Simply having a website is not enough, 
businesses must actively engage their audience.

D) Site-depended problem

Regulatory and Compliance Issues, ignoring 
legal and regulatory requirements of where seller 
or buyer are located, such as tax laws, consumer 
protection rules, and data privacy policies, can 
lead to serious consequences [38]. Businesses 
that fail to comply with these regulations risk 
lawsuits, fines, and even shutdowns.

Figure 1 illustrate the relation between key 
reasons and failure. Similar to conventional 
usage of Venn diagram which usually address 
the recipe for success, the startups are expected 
to cover red zone to survive.
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Figure 1. Simplified relation between key reasons and failure. The smaller the red zone is the 
better chance the company to survive. 

The area of red zone in Figure 1 should be next to none to increase the survival rate. This can be 
achieved via improving either or multiple keys. Aforementioned issues are the recipes to doom 
even once-successful companies. Integrating informatics into e-commerce operations can help 
businesses prevent many of the common pitfalls that lead to failure. Data-driven decision-making 
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Figure 1. Simplified relation between key reasons 
and failure. The smaller the red zone, the higher the 

probability of the company's survival

The area of red zone in Figure 1 should be next 
to none to increase the survival rate. This can be 
achieved via improving either or multiple keys. 
Aforementioned issues are the recipes to doom 
even once-successful companies. Integrating 
informatics into e-commerce operations can help 
businesses prevent many of the common pitfalls 
that lead to failure. Data-driven decision-making 
allows businesses to anticipate market trends, 
streamline logistics, and adjust strategies in real 
time.

Data driven decision maker

The external conditions are usually seen as out-
of-control situations but also accepted that the 
occurrence can be predicted up to certain level 
[39]. Traditionally, over simplified approach 
uses stock market data to guide the investment 
decision. Two periods outlines the approach; Bull 
and Bear cycles (Figure 2). A bull market refers to 
a period of rising stock prices. It is assumed that 
increasing investor confidence, strong economic 
growth, and low unemployment rates occur in 
this period. On the other hand, a bear market 
is about the declining stock prices, economic 
contraction, and reduced investor confidence. 
Hence, it represent macroeconomic downturns, 
high inflation, or financial crises [40]. 

Numerically, the threshold is about 20% or more 
change from their previous period [41]. Bull 
markets represent the upward change, while 
bear markets shows a decline [42]. 

Strategic decisions should be in accord with 
these cycles. Bull markets states that companies 
may expand their investment in research and 
development, acquire competitors, and upscale 
their operations. While bear markets are the 
periods when firms are forced to cut costs, to 
preserve liquidity, and downsize their operations 
so that they can survive through economic 

Figure  2.   Variations and market definitions [43].

 

Figure  2.   Variations and market definitions [43].

Strategic decisions should be in accord with 
these cycles. Bull markets states that 
companies may expand their investment in 
research and development, acquire 
competitors, and upscale their operations. 
While bear markets are the periods when 
firms are forced to cut costs, to preserve 
liquidity, and downsize their operations so 
that they can survive through economic 
declines [44], [45].  

Regardless of the size of the company, 
relying on single data is not viable. Multiple 
criteria, such as stock returns, inflation rates, 
interest rates, etc., must always be employed 
for holistic approach [46].  

A simplified ML application can be explain 
throug a scenario. Note that this neither final 
recommendation not optimum solution, It is 
just an example using financial indicators to 
predict optimal investment time, i.e., Bull 
cycle. According to result, the decision 
makers may take action to expand or shrink a 
business.  

Scenario: using a data set covering over 
approximately 15 years, can we guide the 
investment strategy in March 2025? 

The solution requires internal i.e., key 
performance indicators (KPIs) and external 
data i.e., major indicators of economic 
conditions. Ahmed et al [47] states that the 
success of an e-commerce company can be 
measured using KPIs across different areas, 
including financial health, customer 
engagement, and operational efficiency. In 
the frame of this study only financial 
performance and customer acquisition were 
taken into consideration. Marketing 
performance and operational efficiency and 
many other possible indicators were left out 
for the sake of the simplicity. 

Selected financial performance indicators are 
as follows. Revenue growth which represent 
variations in sales over the time. Profit 
margins measures the health of profitability. 
Average Order Value (AOV) means 
spending per purchase. Customer Lifetime 
Value (CLV) is a measurement of the loyalty 
of customer and repeatability of business. 
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declines [44], [45]. 

Regardless of the size of the company, relying 
on single data is not viable. Multiple criteria, 
such as stock returns, inflation rates, interest 
rates, etc., must always be employed for holistic 
approach [46]. 

A simplified ML application can be explain 
throug a scenario. Note that this neither final 
recommendation not optimum solution, It is 
just an example using financial indicators to 
predict optimal investment time, i.e., Bull cycle. 
According to result, the decision makers may 
take action to expand or shrink a business. 

Scenario: using a data set covering over 
approximately 15 years, can we guide the 
investment strategy in March 2025?

The solution requires internal i.e., key 
performance indicators (KPIs) and external data 
i.e., major indicators of economic conditions. 
Ahmed et al [47] states that the success of an 
e-commerce company can be measured using 
KPIs across different areas, including financial 
health, customer engagement, and operational 
efficiency. In the frame of this study only 
financial performance and customer acquisition 
were taken into consideration. Marketing 
performance and operational efficiency and 
many other possible indicators were left out for 
the sake of the simplicity.

Selected financial performance indicators are 
as follows. Revenue growth which represent 
variations in sales over the time. Profit margins 
measures the health of profitability. Average 
Order Value (AOV) means spending per 
purchase. Customer Lifetime Value (CLV) is a 
measurement of the loyalty of customer and 
repeatability of business.

Indicators for customer acquisition & retention 
will be defined under the three basic definitions. 
Customer acquisition cost (CAC) together with 
CLV measures the sustainability of business. 
Repeat purchase rate indicates strong brand 
loyalty. Conversion rate is the percentage of 
visitors who make a purchase.

For this purposes I generated a random dataset 

that mimics real-world market conditions via 
simulating selected KPIs and also stock returns 
together with changes in both inflation rates and 
interest rates. Needlessly to say that the business 
owners can use real data according to country of 
origin and also increase the number of criteria in 
accordance with the availability of data.

To make this decision, the proposed algorithm 
(Figure 3) uses XGBoost, a widely recognized 
gradient boosting algorithm known for its 
efficiency in financial time-series predictions 
[48]. A simple code was developed in Python, 
with the help of AI applications, is given in 
Amendment.

In general, XGBoost uses gradient boosting tree 
mode, the model follows an additive approach, 
combining multiple decision trees:

Indicators for customer acquisition & 
retention will be defined under the three basic 
definitions. Customer acquisition cost (CAC) 
together with CLV measures the 
sustainability of business. Repeat purchase 
rate indicates strong brand loyalty. 
Conversion rate is the percentage of visitors 
who make a purchase. 

For this purposes I generated a random 
dataset that mimics real-world market 
conditions via simulating selected KPIs and 
also stock returns together with changes in 
both inflation rates and interest rates. 
Needlessly to say that the business owners 
can use real data according to country of 
origin and also increase the number of criteria 
in accordance with the availability of data. 

To make this decision, the proposed 
algorithm (Figure 3) uses XGBoost, a widely 
recognized gradient boosting algorithm 
known for its efficiency in financial time-
series predictions [48]. A simple code was 
developed in Python, with the help of AI 
applications, is given in Amendment. 

In general, XGBoost uses gradient boosting 
tree mode, the model follows an additive 
approach, combining multiple decision trees: 

 

𝑦𝑦𝑦𝑦� = ∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖(𝑋𝑋𝑋𝑋)𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖                  (1) 

 

Where X type of the data available, N number 
of trees fi (X) the prediction of the i-th tree, 
and finally ỹ, predicted values of y. The 
development and evaluation of Equation 1 
can be found literature and web pages and 
will not be repeated here (please see [48], 
[49]). For clarity, X contains KPIs, stock returns, 
and changes in both inflation rates and interest 
rates in this scenario while y-values are 0 or 1 
along the coverage period (15 years).  y-values 

controls the success of the approach and should 
be selected with caution. Murphy [48] suggested 
that stock market trends can be used to predict 
possible investment time. 

If the 50-day simple moving average (SMA) 
crosses above the 200-day SMA (y=1), it often 
signals a good time to invest. Otherwise, it is time 
to act conservatively and wait (y=0). Figure 4 
shows real stock market data obtained from 
yahoo finance. Comparison of SMA_50 and 
SMA_200 suggests that 2024 presents a 
favorable opportunity for business expansion, 
particularly if the interest rates are low, provided 
that key performance indicators remain aligned. 
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Where X type of the data available, N number 
of trees fi (X) the prediction of the i-th tree, and 
finally ỹ, predicted values of y. The development 
and evaluation of Equation 1 can be found 
literature and web pages and will not be repeated 
here (please see [48], [49]). For clarity, X contains 
KPIs, stock returns, and changes in both inflation 
rates and interest rates in this scenario while 
y-values are 0 or 1 along the coverage period 
(15 years).  y-values controls the success of the 
approach and should be selected with caution. 
Murphy [48] suggested that stock market trends 
can be used to predict possible investment time.

If the 50-day simple moving average (SMA) 
crosses above the 200-day SMA (y=1), it often 
signals a good time to invest. Otherwise, it is 
time to act conservatively and wait (y=0). Figure 
4 shows real stock market data obtained from 
yahoo finance. Comparison of SMA_50 and 
SMA_200 suggests that 2024 presents a favorable 
opportunity for business expansion, particularly 
if the interest rates are low, provided that key 
performance indicators remain aligned.
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The algorithm trained the model using 80% 
of the data set and then the rest of the data 
were used to test for accuracy. The model 
learned to predict whether market conditions 
suggest favorable expansion time (ỹ = 1) or 
staying steady or shrinking time (ỹ = 0). This 
approach aligns with prior research on 

economic cycle forecasting [50]. As a next 
stage, the trained model evaluates data and 
determine whether economic conditions in 
expected time (e.g. March 2025) favor 
business expansion or contraction. The result 
was positive (ỹ = 1) for this scenario but 
irrelevant since it was based on random data 
set. Real-life example should include 
company-specific KPI and external data for 
meaningful result.  

This approach would allow for a robust 
dynamic, data-driven, decision-making 
process rather than relying solely on intuition 
or traditional analysis. 

Discussion  

The result of the ML applications are heavily 
rely on the data. The consistency of the data 
set controls the output. Figure 5 shows the 
actual (y) and predicted (ỹ) decision over 
Last 100 Days.  

There was one incidence that result was false 
i.e., actual decision is 0 but predicted is 1. 
Number of tests with various random data set 
pointed out that any unusual fluctuation in 
stock market could easily cause such false 
result. Thus, multiple decision criteria should 
be tested before taking any action. In addition 
to guiding investment strategy, ML can be 
used for management purposes and enhances 
operational efficiency. Automated inventory 
management, real-time order tracking, and 
AI-powered pricing adjustments help 
businesses stay competitive [51]. By 
reducing human errors and improving 
response times, e-commerce companies can 
improve both their internal processes and 
customer satisfaction [52]. 

As an example, considering the predictive 
analytics, and through the examination of 
historical sales data, companies are able to 
make decisions regarding inventory 

Figure 3. algorithm of the decision making 

The algorithm trained the model using 80% of the 
data set and then the rest of the data were used 
to test for accuracy. The model learned to predict 
whether market conditions suggest favorable 
expansion time (ỹ = 1) or staying steady or 
shrinking time (ỹ = 0). This approach aligns with 
prior research on economic cycle forecasting [50]. 
As a next stage, the trained model evaluates data 
and determine whether economic conditions in 
expected time (e.g. March 2025) favor business 
expansion or contraction. The result was positive 
(ỹ = 1) for this scenario but irrelevant since it 
was based on random data set. Real-life example 
should include company-specific KPI and 
external data for meaningful result. 

This approach would allow for a robust dynamic, 
data-driven, decision-making process rather 
than relying solely on intuition or traditional 
analysis.

DISCUSSION 

The result of the ML applications are heavily 
rely on the data. The consistency of the data set 
controls the output. Figure 5 shows the actual (y) 
and predicted (ỹ) decision over Last 100 Days. 

There was one incidence that result was false 
i.e., actual decision is 0 but predicted is 1. 
Number of tests with various random data 
set pointed out that any unusual fluctuation 
in stock market could easily cause such false 
result. Thus, multiple decision criteria should 
be tested before taking any action. In addition 
to guiding investment strategy, ML can be 
used for management purposes and enhances 
operational efficiency. Automated inventory 
management, real-time order tracking, and AI-
powered pricing adjustments help businesses 
stay competitive [51]. By reducing human errors 
and improving response times, e-commerce 
companies can improve both their internal 
processes and customer satisfaction [52].

As an example, considering the predictive 
analytics, and through the examination of 
historical sales data, companies are able to make 
decisions regarding inventory management, 
thereby ensuring that they maintain appropriate 
stock levels of the correct products [53]. This 
approach mitigates the potential for lost sales 
resulting from stock shortages or the necessity to 
offer significant discounts on surplus inventory.

Security threats are another major concern for 
e-commerce businesses. Informatics-driven 
security systems, such as AI-powered fraud 
detection and multi-factor authentication, help 
protect against cyberattacks and fraudulent 
transactions [54]. These technologies help 
businesses maintain customer trust and prevent 
financial losses.

Customer experience is also greatly enhanced 
by informatics. Personalized recommendations, 
automated chatbots, and AI-driven customer 
support improve engagement and satisfaction 
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[55]. Businesses that understand and anticipate 
their customers’ needs are more likely to build 
long-term relationships and foster brand loyalty. 
Informatics-driven e-commerce has transformed 
the retail landscape, offering numerous benefits 
such as increased efficiency and personalized 
shopping experiences. However, it also presents 
several challenges [56], [57], [58], [59].

Figure 5. Comparison of decisions; actual (y) with 
solid line and predicted (ỹ) with dashed line 

Establishing and maintaining advanced 
e-commerce systems require significant 
investments in infrastructure, software, and 
cybersecurity measures, contributing to increased 
operational expenses. Technical glitches, server 
crashes, or software bugs can lead to operational 
disruptions. Providing accessibility around the 
clock and along the year is a major concern to 
keep e-business in business [60].

While automation enhances efficiency, excessive 
dependence on AI-driven customer service may 
lack the personal touch, potentially leading 
to customer frustration. Talking to Chabot is 
not pleasant experience especially non-native 
speakers and elderlies. In addition, AI algorithms 
in e-commerce can unintentionally perpetuate 
biases present in their training data, leading 
to discriminatory practices or unfair pricing 
strategies.

As stated above, e-commerce businesses must 
navigate complex regulations related to data 
protection, taxation, consumer rights and 
environmental regulations. As an example, the 
rise of e-commerce has led to increased packaging 
waste and carbon emissions from shipping, 
raising concerns about its environmental 
sustainability.

A simple real-life example can simulate the 
some of the major issues mentioned above. If an 
entrepreneur starting a business in the Middle 
East to sell her art globally, even within her own 
country.  A product will cost only $20, but a 25% 
tax must be added for the government and then 
an average 18% fee for the e-commerce platform 
will elevate the price. In addition, the cost of 
the cargo fee makes the final cost undesirable 
and ultimately leads the entrepreneur towards 
failure.

Figure 4. Comparison of SMA_50 and SMA_200 for stock market data obtained from Yahoo finance web site.

management, thereby ensuring that they 
maintain appropriate stock levels of the 
correct products [53]. This approach 
mitigates the potential for lost sales resulting 

from stock shortages or the necessity to offer 
significant discounts on surplus inventory. 
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Security threats are another major concern for 
e-commerce businesses. Informatics-driven 
security systems, such as AI-powered fraud 
detection and multi-factor authentication, 
help protect against cyberattacks and 
fraudulent transactions [54]. These 
technologies help businesses maintain 
customer trust and prevent financial losses. 

Customer experience is also greatly enhanced 
by informatics. Personalized 
recommendations, automated chatbots, and 
AI-driven customer support improve 
engagement and satisfaction [55]. Businesses 
that understand and anticipate their 

customers’ needs are more likely to build 
long-term relationships and foster brand 
loyalty. Informatics-driven e-commerce has 
transformed the retail landscape, offering 
numerous benefits such as increased 
efficiency and personalized shopping 
experiences. However, it also presents 
several challenges [56], [57], [58], [59]. 
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Alternatively, considering the same entrepreneur 
is trying an international platform to reach the 
global market, where there are no visible taxes 
involved. However, the shipping costs are three 
times higher than the product itself and the high 
custom fee depending on the country of arrival 
will cost fortune to buyer.  After all, additional 
taxing for transferring of the money to country 
of the origin will make the commercial attempt 
sink into dark hole of failure.

It is worth to mention that the security breach 
is another problem for e-commerce businesses. 
The extensive collection of personal data in 
e-commerce platforms makes their database 
prime targets for cyberattacks, leading to 
potential financial losses for both parties.  
Nalla and Reddy [61] compared modern and 
conventional database solutions and stated 
that a security breach rates are 15% and 25% 
respectively.

As a summary, regular problems related 
to conventional business operation require 
management skill which can be enhanced via 
analyzing the data and utilizing knowledge. 

E-commerce challenges outlined above 
underscored the importance of implementing 
robust security measures, ethical AI practices, 
and inclusive strategies to mitigate the all 
impacts of informatics-driven e-commerce.

RESULTS

The E-Commerce Performance Model provides a 
systematic framework for analyzing the reasons 
behind the failure of e-commerce businesses by 
evaluating KPIs [62], [63]. Table 1 summaries 
the some of the common indicators that may 
lead to an undesired point. These indicators can 
be extend according to industry, local law and 
regulations and geographic location. 

By leveraging data analytics and performance 
models, e-commerce businesses can diagnose 
failures in advance, optimize processes 
accordingly, and implement corrective measures 
to enhance overall performance [64].

Through the manuscript only one numerical 
example was presented in order to fit the frame of 
the publication. With the selection of appropriate 
data set and decision criteria, the code presented 
here can be altered to serve to predict future of 
any KPIs. 

CONCLUSION

The  e-commerce businesses keep failing due to 
skipping or doing poorly market research, not 
responding and heal the bad user experiences 
on time, being open to security breaches, 
logistical inefficiencies, and most important 
overlooking the market dynamics and financial 
mismanagement. 

Table 1. Some of the indicators to foresee the future

Indicators Sustainable Unsustainable

Marketing strategies CAC<CLV CAC>CLV

Long-Term Investment Data-driven Intuitive 

Conversion rates High Low

Operational efficiency Fast Slow

Return rates Low High
Inventory Turnover* High Low
Cost saving High low
Supply Chain High percentage of suppliers Struggling to find suppliers
Digital Transformation In pace with development Only basic usage

*The optimum turnover ratio varies by industry. High-Turnover Industries focuses on regular products aiming for daily needs. 
Low-Turnover Industries are for the niche products such as luxury goods, heavy machinery, and specialty items.
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However, many of these failures can be mitigated 
with the right application of informatics and 
usage of the data-driven actions providing 
that the data the decision are appropriate and 
consistent.

Informatics frameworks, particularly Big Data 
Analytics and AI-driven market prediction, 
provide robust tools for market forecasting 
and business decision-making. By leveraging 
data analytics, enhancing cybersecurity, 
optimizing operations, and improving customer 
engagement, businesses can avoid common 
pitfalls and increase their chances of long-term 
success. 

In harsh competitive environment, e-commerce 
companies must not only embrace informatics 
but also integrate it into every aspect of their 
strategy and operations to thrive in the digital 
age.

Acknowledge 

The author would like to thank the anonymous 
referees for improving the clarity of the 
manuscript. 

REFERENCES

[1]	 P. Barnes-Vieyra and C. Claycomb, “Business-to-
Business E-Commerce: Models and Managerial 
Decisions.,” Bus. Horiz., vol. 44, no. 3, pp. 13–13, 
May 2001.

[2]	 R. Javalgi and R. Ramsey, “Strategic issues of e‐
commerce as an alternative global distribution 
system,” Int. Mark. Rev., vol. 18, no. 4, pp. 376–391, 
Aug. 2001, doi: 10.1108/02651330110398387.

[3]	 G. C. Ariguzo, E. G. Mallach, and D. S. White, 
“The first decade of e-commerce,” Int. J. Bus. Inf. 
Syst., Jan. 2006, Accessed: Apr. 03, 2025. [Online]. 
Available: https://www.inderscienceonline.com/
doi/10.1504/IJBIS.2006.008598

[4]	 M. J. Epstein, “Implementing successful 
e-commerce initiatives,” Strateg. Finance, vol. 86, 
no. 9, p. 22, 2005.

[5]	 B. S. Vijayaraman and G. Bhatia, “A Framework for 
Determining Success Factors of an E-Commerce 
Initiative,” J. Internet Commer., Mar. 2002, doi: 

10.1300/J179v01n02_05.

[6]	 L. Murillo, “Supply chain management and the 
international dissemination of e‐commerce,” Ind. 
Manag. Amp Data Syst., vol. 101, no. 7, pp. 370–377, 
Oct. 2001, doi: 10.1108/EUM0000000005825.

[7]	 J. Rovenpor, “Explaining the E-Commerce 
Shakeout: Why Did So Many Internet-Based 
Businesses Fail?,” E-Serv. J., vol. 3, no. 1, pp. 53–76, 
2003, doi: 10.1353/esj.2004.0011.

[8]	 K. C. Laudon and C. G. Traver, E-commerce: 
Business, Technology, Society: Global Edition. 
2021. [Online]. Available: https://www.pearson.
com/en-us/subject-catalog/p/e-commerce-
2 0 2 1 - b u s i n e s s - t e c h n o l o g y - a n d - s o c i e t y /
P200000001390/9780136931829

[9]	 “5 failed startups that defined an era,” 
FasterCapital. [Online]. Available: https://
fastercapital.com/topics/5-failed-startups-that-
defined-an-era.html

[10]	 N. Bahra, “How to Avoid Failure,” in 
Competitive Knowledge Management, Palgrave 
Macmillan, London, 2001, pp. 139–150. doi: 
10.1057/9780230554610_10.

[11]	 W. Aspray, G. Royer, and M. G. Ocepek, 
“Anatomy of a dot-com failure: the case of online 
grocer Webvan,” in Food in the Internet Age, 2013. 
Accessed: Apr. 03, 2025. [Online]. Available: 
https://link.springer.com/book/10.1007/978-3-319-
01598-9

[12]	 C. Galea and S. Walton, “Is E-Commerce 
Sustainable? : Lessons from Webvan,” in The 
Ecology of the New Economy, Routledge, 2017, pp. 
100–109. doi: 10.4324/9781351282048-8.

[13]	 G. J. Stockport, G. Kunnath, and R. Sedick, 
“Boo.com—The path to failure,” J. Interact. Mark., 
Nov. 2001, doi: 10.1002/dir.1023.

[14]	 I. Chaston, An Entrepreneurial Disaster 
-Boo.com. SAGE Publications Ltd, 2009. doi: 
10.4135/9781473939059.

[15]	 M. A. Razi and J. M. Tarn, “Exploring dotcom 
failure: A mediator modeling approach,” Hum. 
Syst. Manag., Dec. 2004, Accessed: Apr. 04, 2025. 
[Online]. Available: https://journals.sagepub.com/
doi/abs/10.3233/HSM-2004-23407

[16]	 Aslan, M, “Management Information 
Systems and Strategic Decision-Making,” in Mert, 
G., Şen, E., Yılmaz, O.(Editörler), Data, Information 
and Knowledge Management, 2020.

[17]	 L. Nikiforovа, “Use of innovative information 
technology in e-commerce and digital economy,” 



10

Yadegar

Innov. Sustain., 2022, doi: 10.31649/ins.2022.1.65.71.

[18]	 O. Cherednichenko, O. Ivashchenko, M. 
Lincényi, and M. Kováč, “Information technology 
for intellectual analysis of item descriptions in 
e-commerce,” Entrep. Sustain. Issues, vol. 11, no. 1, 
pp. 178–190, 2023, doi: 10.9770/jesi.2023.11.1(10).

[19]	 M. F. Rabbi, M. B. Amin, M. Al-
Dalahmeh, and M. Abdullah, “Assessing the 
role of information technology in promoting 
environmental sustainability and preventing 
crime in E-commerce,” Aug. 2024, doi: 
10.1556/1848.2024.00834.

[20]	 J. Zakir, T. Seymour, and K. Berg, “Big data 
analytics,” Issues Inf. Syst., vol. 16, no. 2, pp. 81–90, 
2015, doi: 10.48009/2_iis_2015_81-90.

[21]	 E. Alpaydın, Machine Learning. The MIT Press, 
2016. Accessed: Apr. 03, 2025. [Online]. Available: 
https://mitpress.mit.edu/9780262529518/machine-
learning/

[22]	 B. Köse, “Veri, Enformatik, Yapay Zeka ve 
Optimizasyon,” J. Quantum Technol. Inform. Res., 
vol. 1, no. 1, Art. no. 1, Oct. 2023, doi: 10.70447/
ktve.2241.

[23]	 A. Erçel and E. U. Ulugergerli, “Öğrenen 
Makineler Ve Fasiyes Ayrımı; İlk Sonuçlar: J. 
Quantum Technol. Inform. Res., vol. 2, no. 1, Art. no. 
1, Feb. 2024, doi: 10.70447/ktve.2322.

[24]	 D. Çokay and E. Şahi̇n, “Makine Öğrenme 
Algoritmaları Kullanarak Ses Verilerinde Hastalık 
Tespiti,” J. Quantum Technol. Inform. Res., vol. 2, no. 
2, Art. no. 2, 2024, doi: 10.70447/ktve.2422.

[25]	 D. C. Rowe, B. M. Lunt, and J. J. Ekstrom, 
“The role of cyber-security in information 
technology education,” in Proceedings of the 2011 
conference on Information technology education, 2011. 
doi: 10.1145/2047594.204762.

[26]	 I. H. Sarker, A. S. M. Kayes, S. Badsha, H. 
Alqahtani, P. Watters, and A. Ng, “Cybersecurity 
data science: an overview from machine learning 
perspective,” J. Big Data, vol. 7, no. 1, Art. no. 1, 
Dec. 2020, doi: 10.1186/s40537-020-00318-5.

[27]	 M. S. Islam and N. Rahman, “AI-Driven 
Fraud Detections in Financial Institutions: A 
Comprehensive Study,” J. Comput. Sci. Technol. 
Stud., vol. 7, no. 1, Art. no. 1, Jan. 2025, doi: 
10.32996/jcsts.2025.7.1.8.

[28]	 M. Abdelhamid, L. Sliman, R. Djemaa, 
and G. Perboli, “A Review on Blockchain 
Technology, Current Challenges, and AI-Driven 
Solutions,” ACM Comput. Surv., Nov. 2024, doi: 
10.1145/3700641.

[29]	 B. Guembe, A. Azeta, S. Misra, V. C. Osamor, 
L. Fernandez-Sanz, and V. Pospelova, “The 
Emerging Threat of Ai-driven Cyber Attacks: A 
Review,” Appl. Artif. Intell., Dec. 2022, Accessed: 
Apr. 03, 2025. [Online]. Available: https://www.
tandfonline.com/doi/abs/10.1080/08839514.2022.20
37254

[30]	 D. Hindarto, “The Role of E-Commerce 
in Increasing Sales Using Unified Modeling 
Language,” Int. J. Softw. Eng. Comput. Sci. IJSECS, 
vol. 3, no. 2, Art. no. 2, Aug. 2023, doi: 10.35870/
ijsecs.v3i2.1503.

[31]	 G. C. Oguta, “Securing the virtual 
marketplace: Navigating the landscape of security 
and privacy challenges in E-Commerce,” GSC 
Adv. Res. Rev., vol. 18, no. 1, Art. no. 1, 2024, doi: 
10.30574/gscarr.2024.18.1.0488.

[32]	 D. Chaffey, Digital business and e-commerce 
management : strategy, implementation and practice. 
Pearson, 2015. Accessed: Apr. 03, 2025. [Online]. 
Available: https://thuvienso.hoasen.edu.vn/
handle/123456789/8548

[33]	 J. Nielsen, Designing Web Usability: The 
Practice of Simplicity. 1999. doi: 10.5555/519216.

[34]	 G. P. Schneider, Electronic commerce. Cengage 
Learning, 2015. Accessed: Apr. 04, 2025. [Online]. 
Available: https://thuvienso.hoasen.edu.vn/
handle/123456789/8021

[35]	 P. Kotler, K. L. Keller, and A. Chernev, 
Marketing management, 16th ed. Pearson, 2022. 
[Online]. Available: https://www.pearson.com/
en-us/subject-catalog/p/marketing-management/
P200000005952/9780137344161

[36]	 E. Turban, C. Pollard, and G. Wood, 
Information technology for management: Advancing 
sustainable, profitable business growth, 12th ed. 
Wiley, 2020.

[37]	 D. Ryan, Digital marketing: Strategy, 
implementation, and practice, 7th ed. Pearson, 2021.

[38]	 A. Kwilinski, R. Volynets, I. Berdnik, M. 
Holovko, and P. Berzin, “E-Commerce: Concept 
and legal regulation in modern economic 
conditions,” J. Leg. Ethical Regul. Issues, vol. 22, 
no. 2, 2019, [Online]. Available: https://heinonline.
org/HOL/LandingPage?handle=hein.journals/
jnlolletl22

[39]	 R. A. De Santis and W. Van der Veken, 
“Forecasting macroeconomic risk in real time: Great 
and Covid-19 recessions,” ECB Working Paper, 
Working Paper 2436, 2020. doi: 10.2866/019813.

[40]	 R. J. Shiller, Irrational Exuberance, 3rd ed. 



11

Kuantum Teknolojileri ve Enformatik Araştırmaları, Volume/Cilt: 3, Issue/Sayı: 1, Year/Yıl:2025

Princeton University Press, 2015. Accessed: Apr. 
04, 2025. [Online]. Available: https://www.torrossa.
com/en/resources/an/5559001

[41]	 A. R. Pagan and K. A. Sossounov, “A simple 
framework for analysing bull and bear markets,” 
2003, doi: 10.1002/jae.664.

[42]	 B. G. Malkiel, A random walk down Wall Street: 
The time-tested strategy for successful investing, 12th 
ed. New York,  London: W. W. Norton & Company, 
2019.

[43]	 J. Lawler, “Bull market vs Bear market: 
Everything you need to know,” capital.com. 
Accessed: Apr. 04, 2025. [Online]. Available: 
https://capital.com/bull-market-vs-bear-market

[44]	 P. L. Bernstein and R. D. Arnott, “Bull 
market? Bear market?, Should you really care?,” J. 
Portf. Manag., vol. 24, no. 1, p. 26, 2006.

[45]	 Damodaran, A., Investment Valuation. 
Wiley, 2012. Accessed: Apr. 03, 2025. 
[Online]. Available: https://books.google.
com/books/about / Investment_Valuat ion .
html?hl=tr&id=ciJwGJfjHGkC

[46]	 A. F. Burns and W. C. Mitchell, “Measuring 
Business Cycles,” National Bureau of Economic 
Research, burn46-1, Jan. 1946. Accessed: Apr. 03, 
2025. [Online]. Available: https://www.nber.org/
books-and-chapters/measuring-business-cycles

[47]	 H. Ahmed, T. A. Jilani, W. Haider, M. A. 
Abbasi, S. Nand, and S. Kamran, “Establishing 
Standard Rules for Choosing Best KPIs for an 
E-Commerce Business based on Google Analytics 
and Machine Learning Technique,” Int. J. Adv. 
Comput. Sci. Appl. Ijacsa, vol. 8, no. 5, Art. no. 5, 
Nov. 2017, doi: 10.14569/IJACSA.2017.080570.

[48]	 T. Chen and C. Guestrin, “XGBoost: A Scalable 
Tree Boosting System,” in ACM Conferences, 2016. 
doi: 10.1145/2939672.293978.

[49]	 C. Bentéjac, A. Csörgő, and G. Martínez-
Muñoz, “A comparative analysis of gradient 
boosting algorithms,” Artif. Intell. Rev., vol. 54, no. 
3, pp. 1937–1967, Mar. 2021, doi: 10.1007/s10462-
020-09896-5.

[50]	 J. H. Stock and W. M. Watson, “Forecasting 
Output and Inflation: The Role of Asset Prices,” J. 
Econ. Lit., vol. 41, no. 3, pp. 788–829, Sep. 2003, doi: 
10.1257/002205103322436197.

[51]	 M. Awais, “Optimizing Dynamic Pricing 
through AI-Powered Real-Time Analytics: The 
Influence of Customer Behavior and Market 
Competition,” Qlantic J. Soc. Sci., vol. 5, no. 3, Art. 
no. 3, Sep. 2024, doi: 10.55737/qjss.370771519.

[52]	 M. S. Bhuiyan, “The Role of AI-Enhanced 
Personalization in Customer Experiences,” J. 
Comput. Sci. Technol. Stud., vol. 6, no. 1, Art. no. 1, 
Feb. 2024, doi: 10.32996/jcsts.2024.6.1.17.

[53]	 F. Jack and R. Bommu, “Unveiling the 
Potential: AI-Powered Dynamic Inventory 
Management in the USA,” Int. J. Adv. Eng. Technol. 
Innov., vol. 3, no. 1, Art. no. 1, Jul. 2024.

[54]	 A. Mudgal, “Leveraging AI and ML for 
Proactive Threat Detection for E-Commerce,” in 
Strategic Innovations of AI and ML for E-Commerce 
Data Security, IGI Global Scientific Publishing, 
2025, pp. 281–322. doi: 10.4018/979-8-3693-5718-7.
ch012.

[55]	 B. Singh and C. Kaunert, “AI-Driven Strategies 
for Customer Engagement, Market Segmentation, 
and Resource Optimization: Projecting End User 
Satisfaction and Futuristic Growth of Business,” 
in AI Innovations in Service and Tourism Marketing, 
IGI Global Scientific Publishing, 2024, pp. 104–128. 
doi: 10.4018/979-8-3693-7909-7.ch006.

[56]	 T. M. Le and S.-Y. Liaw, “Effects of Pros 
and Cons of Applying Big Data Analytics to 
Consumers’ Responses in an E-Commerce 
Context,” Sustainability, vol. 9, no. 5, Art. no. 5, 
May 2017, doi: 10.3390/su9050798.

[57]	 R. LaRose, “On the Negative Effects of 
E-Commerce: a Sociocognitive Exploration of 
Unregulated on-line Buying,” 2001, Accessed: 
Apr. 04, 2025. [Online]. Available: https://dx.doi.
org/10.1111/j.1083-6101.2001.tb00120.x

[58]	 F. Ho, “The Dark Side of E-Commerce: 
The Negative Effects of E-Commerce on the 
Environment,” Brooklyn J. Corp. Financ. Commer. 
Law, 2022, Accessed: Apr. 03, 2025. [Online]. 
Available: https://home.heinonline.org/

[59]	 M. Soleimani, “Buyers’ trust and mistrust in 
e-commerce platforms: a synthesizing literature 
review,” Inf. Syst. E-Bus. Manag., vol. 20, no. 1, pp. 
57–78, Mar. 2022, doi: 10.1007/s10257-021-00545-0.

[60]	 N. Bajgoric, “Keeping e-business in business: 
identifying the new perspective of server 
operating systems,” Int. J. Bus. Inf. Syst., Jun. 
2017, Accessed: Apr. 03, 2025. [Online]. Available: 
https://www.inderscienceonline.com/doi/10.1504/
IJBIS.2017.084433

[61]	 L. N. Nalla and V. Reddy M., “Data Privacy 
and Security in E-commerce: Modern Database 
Solutions,” Int. J. Adv. Eng. Technol. Innov., vol. 1, 
no. 3, pp. 248–263, 2023.

[62]	 S. Krishnamurthy, E-Commerce Management. 



12

Yadegar

2002. doi: 10.5555/515304.

[63]	 K. C. Laudon and C. G. Traver, E-commerce 
2023: Business, technology, society. Pearson, 2023. 
[Online]. Available: https://www.pearson.com/en-
us/subject-catalog/p/e-commerce-2023-business-
technology-society/P200000009801/9780138043391

[64]	 T. H. Davenport and J. G. Harris, “Competing 
on analytics: The new science of winning,” Harv. 
Bus. Rev. Press, 2017, [Online]. Available: https://
hbr.org/2006/01/competing-on-analytics

Amendment

Management in the USA,” Int. J. Adv. 
Eng. Technol. Innov., vol. 3, no. 1, Art. no. 
1, Jul. 2024. 

[54] A. Mudgal, “Leveraging AI and ML for 
Proactive Threat Detection for E-
Commerce,” in Strategic Innovations of AI 
and ML for E-Commerce Data Security, 
IGI Global Scientific Publishing, 2025, pp. 
281–322. doi: 10.4018/979-8-3693-5718-
7.ch012. 

[55] B. Singh and C. Kaunert, “AI-Driven 
Strategies for Customer Engagement, 
Market Segmentation, and Resource 
Optimization: Projecting End User 
Satisfaction and Futuristic Growth of 
Business,” in AI Innovations in Service 
and Tourism Marketing, IGI Global 
Scientific Publishing, 2024, pp. 104–128. 
doi: 10.4018/979-8-3693-7909-7.ch006. 

[56] T. M. Le and S.-Y. Liaw, “Effects of Pros 
and Cons of Applying Big Data Analytics 
to Consumers’ Responses in an E-
Commerce Context,” Sustainability, vol. 9, 
no. 5, Art. no. 5, May 2017, doi: 
10.3390/su9050798. 

[57] R. LaRose, “On the Negative Effects of E-
Commerce: a Sociocognitive Exploration 
of Unregulated on-line Buying,” 2001, 
Accessed: Apr. 04, 2025. [Online]. 
Available: 
https://dx.doi.org/10.1111/j.1083-
6101.2001.tb00120.x 

[58] F. Ho, “The Dark Side of E-Commerce: 
The Negative Effects of E-Commerce on 
the Environment,” Brooklyn J. Corp. 
Financ. Commer. Law, 2022, Accessed: 
Apr. 03, 2025. [Online]. Available: 
https://home.heinonline.org/ 

[59] M. Soleimani, “Buyers’ trust and mistrust 
in e-commerce platforms: a synthesizing 
literature review,” Inf. Syst. E-Bus. 
Manag., vol. 20, no. 1, pp. 57–78, Mar. 
2022, doi: 10.1007/s10257-021-00545-0. 

[60] N. Bajgoric, “Keeping e-business in 
business: identifying the new perspective 
of server operating systems,” Int. J. Bus. 
Inf. Syst., Jun. 2017, Accessed: Apr. 03, 
2025. [Online]. Available: 
https://www.inderscienceonline.com/doi/1
0.1504/IJBIS.2017.084433 

[61] L. N. Nalla and V. Reddy M., “Data 
Privacy and Security in E-commerce: 
Modern Database Solutions,” Int. J. Adv. 
Eng. Technol. Innov., vol. 1, no. 3, pp. 
248–263, 2023. 

[62] S. Krishnamurthy, E-Commerce 
Management. 2002. doi: 10.5555/515304. 

[63] K. C. Laudon and C. G. Traver, E-
commerce 2023: Business, technology, 
society. Pearson, 2023. [Online]. 
Available: https://www.pearson.com/en-
us/subject-catalog/p/e-commerce-2023-
business-technology-
society/P200000009801/9780138043391 

[64] T. H. Davenport and J. G. Harris, 
“Competing on analytics: The new science 
of winning,” Harv. Bus. Rev. Press, 2017, 
[Online]. Available: 
https://hbr.org/2006/01/competing-on-
analytics 

 

Amendment 

 

import pandas as pd 
import numpy as np 
import xgboost as xgb 
from sklearn.model_selection import train_test_split 
import matplotlib.pyplot as plt   
 
# Sample data - Replace with real data 
# Define the data set 
np.random.seed(42) 
date_range = pd.date_range(start="2000-01-01", 
periods=5000, freq='D') 
data = pd.DataFrame(index=date_range) 
 
# Financial Performance Indicators 
data['Revenue_Growth'] = np.random.uniform(0.95, 
1.05, size=len(date_range)) 
data['Profit_Margin'] = np.random.uniform(5, 30, 
size=len(date_range)) 
data['AOV'] = np.random.uniform(50, 500, 
size=len(date_range)) 

data['CLV'] = np.random.uniform(100, 2000, 
size=len(date_range)) 
 
# Customer Acquisition & Retention 
data['CAC'] = np.random.uniform(5, 50, 
size=len(date_range)) 
data['Repeat_Purchase_Rate'] = 
np.random.uniform(0.1, 0.5, size=len(date_range)) 
data['Conversion_Rate'] = np.random.uniform(0.01, 
0.2, size=len(date_range)) 
 
# Generate a linear trend with breaks represent bears 
and bulls 
def linear_trend_with_breaks(length, breaks, slopes): 
    trend = np.zeros(length) 
    start = 0 
    for i, (break_point, slope) in enumerate(zip(breaks, 
slopes)): 
        end = break_point if i < len(breaks) - 1 else 
length 
        trend[start:end] = np.arange(0, end - start) * 
slope + trend[start - 1] if start > 0 else np.arange(0, 
end - start) * slope 
        start = end 
    return trend 
 
breaks = [1250, 2000, 2500, 2700, 3750]  # Define 
the break points 
slopes = [0.01, -0.05, 0.01, -0.1, 0.02]  # Define the 
slopes for each segment, negative values means 
downturns 
data['Linear_Trend'] = 
linear_trend_with_breaks(len(date_range), breaks, 
slopes) 
 
# Add random noise to the linear trend to create the 
'Return' column 
data['Return'] = data['Linear_Trend'] + 
np.random.normal(-50, 50, size=len(date_range)) 
+100 # Random noise added 
 
# External indicators 
data['Inflation'] = np.random.uniform(1.5, 3.5, 
size=len(date_range)) 

data['InterestRate'] = np.random.uniform(0.5, 5.0, 
size=len(date_range)) 
data['Inflation_Change'] = 
data['Inflation'].pct_change().fillna(0) 
data['InterestRate_Change'] = 
data['InterestRate'].pct_change().fillna(0) 
# End data definition to be replace with real data 
 
# Decision Criteria 
data['SMA_50'] = 
data['Return'].rolling(window=50).mean().fillna(0) 
data['SMA_200'] = 
data['Return'].rolling(window=200).mean().fillna(0) 
data['Decision'] = np.where( 
    (data['SMA_50'] > data['SMA_200']) & 
(data['InterestRate'] < 2.5) & 
(data['Conversion_Rate'] > 0.05), 1, 0 
) 
 
# Train/Test Split 
features = ['Return', 'SMA_50', 'SMA_200', 
'Inflation_Change', 'InterestRate_Change', 
            'Revenue_Growth', 'Profit_Margin', 'AOV', 
'CLV', 'CAC', 'Repeat_Purchase_Rate', 
'Conversion_Rate'] 
X = data[features] 
y = data['Decision'] 
X_train, X_test, y_train, y_test = train_test_split(X, 
y, test_size=0.2, random_state=42) 
 
# Train XGBoost Model 
model = 
xgb.XGBClassifier(use_label_encoder=False, 
eval_metric='logloss') 
model.fit(X_train, y_train) 
 
# Plot SMA_50 and SMA_200 
plt.figure(figsize=(12, 6)) 
plt.plot(data.index, data['SMA_50'], label='SMA_50') 
plt.plot(data.index, data['SMA_200'], 
label='SMA_200') 
plt.title('SMA_50 vs SMA_200') 
plt.xlabel('Date') 
plt.ylabel('Value') 
plt.legend() 
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data['CLV'] = np.random.uniform(100, 2000, 
size=len(date_range)) 
 
# Customer Acquisition & Retention 
data['CAC'] = np.random.uniform(5, 50, 
size=len(date_range)) 
data['Repeat_Purchase_Rate'] = 
np.random.uniform(0.1, 0.5, size=len(date_range)) 
data['Conversion_Rate'] = np.random.uniform(0.01, 
0.2, size=len(date_range)) 
 
# Generate a linear trend with breaks represent bears 
and bulls 
def linear_trend_with_breaks(length, breaks, slopes): 
    trend = np.zeros(length) 
    start = 0 
    for i, (break_point, slope) in enumerate(zip(breaks, 
slopes)): 
        end = break_point if i < len(breaks) - 1 else 
length 
        trend[start:end] = np.arange(0, end - start) * 
slope + trend[start - 1] if start > 0 else np.arange(0, 
end - start) * slope 
        start = end 
    return trend 
 
breaks = [1250, 2000, 2500, 2700, 3750]  # Define 
the break points 
slopes = [0.01, -0.05, 0.01, -0.1, 0.02]  # Define the 
slopes for each segment, negative values means 
downturns 
data['Linear_Trend'] = 
linear_trend_with_breaks(len(date_range), breaks, 
slopes) 
 
# Add random noise to the linear trend to create the 
'Return' column 
data['Return'] = data['Linear_Trend'] + 
np.random.normal(-50, 50, size=len(date_range)) 
+100 # Random noise added 
 
# External indicators 
data['Inflation'] = np.random.uniform(1.5, 3.5, 
size=len(date_range)) 

data['InterestRate'] = np.random.uniform(0.5, 5.0, 
size=len(date_range)) 
data['Inflation_Change'] = 
data['Inflation'].pct_change().fillna(0) 
data['InterestRate_Change'] = 
data['InterestRate'].pct_change().fillna(0) 
# End data definition to be replace with real data 
 
# Decision Criteria 
data['SMA_50'] = 
data['Return'].rolling(window=50).mean().fillna(0) 
data['SMA_200'] = 
data['Return'].rolling(window=200).mean().fillna(0) 
data['Decision'] = np.where( 
    (data['SMA_50'] > data['SMA_200']) & 
(data['InterestRate'] < 2.5) & 
(data['Conversion_Rate'] > 0.05), 1, 0 
) 
 
# Train/Test Split 
features = ['Return', 'SMA_50', 'SMA_200', 
'Inflation_Change', 'InterestRate_Change', 
            'Revenue_Growth', 'Profit_Margin', 'AOV', 
'CLV', 'CAC', 'Repeat_Purchase_Rate', 
'Conversion_Rate'] 
X = data[features] 
y = data['Decision'] 
X_train, X_test, y_train, y_test = train_test_split(X, 
y, test_size=0.2, random_state=42) 
 
# Train XGBoost Model 
model = 
xgb.XGBClassifier(use_label_encoder=False, 
eval_metric='logloss') 
model.fit(X_train, y_train) 
 
# Plot SMA_50 and SMA_200 
plt.figure(figsize=(12, 6)) 
plt.plot(data.index, data['SMA_50'], label='SMA_50') 
plt.plot(data.index, data['SMA_200'], 
label='SMA_200') 
plt.title('SMA_50 vs SMA_200') 
plt.xlabel('Date') 
plt.ylabel('Value') 
plt.legend() 

plt.grid(True) 
plt.show() 
 
# Select the Prediction month (March=3) 
march_data = data.loc[data.index.month == 3, 
X.columns] 
prediction = model.predict(march_data) 
result = "Expand" if prediction[-1] == 1 else "Shrink" 
print(f'Decision for March: {result}') 
 
# Plot Decision Over Last 100 Values with Model 
Prediction 
plt.figure(figsize=(12, 6)) 
plt.plot(data.index[-100:], data['Decision'][-100:], 
label='Actual Decision', color='purple', linestyle='--', 
marker='o') 
predicted_decisions = model.predict(X.iloc[-100:]) 
plt.plot(data.index[-100:], predicted_decisions, 
label='Predicted Decision', color='blue', linestyle='-', 
marker='x') 
plt.title('Decision Over Last 100 Days (Actual vs 
Predicted)') 
plt.xlabel('Date') 
plt.ylabel('Decision (1=Expand, 0=Shrink)') 
plt.legend() 
plt.grid(True) 
plt.show() 
 
 

 

 




