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Abstract

In order to contribute to the literature concerning the difficulties faced by innovative firms in terms of financing, this paper 
aims to investigate the perception levels of financial barriers according to their innovation intensity and analyzes determinants 
of financial barriers for a developing country for the most recent years. A semi-nonparametric extended ordered probit model 
with selection is used to establish the determinants of perception of financial barriers by employing the Business Enterprise and 
Environment Survey, BEEPS 2013 and BEEPS 2019. According to the findings, when there is an engagement in innovation 
activities, then firms are more likely to assess financial barriers as important. It is believed that these results have important 
implications for developing countries.
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1. INTRODUCTION

Changing human needs keep two main issues on the agenda. The first of these is the tendency to innovate, which is 
the main focus of today’s entrepreneurs in order to catch up with changing human needs; while the second one is 
to find the necessary financing to realize the first. The newly created markets brought about by creative destruction 
and the desire to quickly respond to people’s needs through these markets are supported by the profit motive. To-
day, it is known that companies that would like to maintain their profit advantage, especially after the 2000s, aim 
to evaluate all their opportunities for innovative activities. However, fund owners who are aware that innovative 
processes are full of uncertainties are more reluctant to invest their funds in these areas if they are not risk-takers. 
For this reason, entrepreneurs who see the hesitations of finance owners have the perception that they have diffi-
culties in accessing finance. Even though many developed countries have more financing opportunities for risky 
investments such as angel investors and venture capital. For a developing country like Türkiye, it is possible to say 
that the financial markets are not yet fully ready for innovative product and service investments where uncertainty 
is intense (see detailed literature for Türkiye; (Ünlü 2022; Ünlü, Çankal and Çetin 2022)).

Many researchers have been exploring the cause of low levels of innovation across countries by emphasizing that 
successful innovation processes depend on important skills (D’Este et al. 2012).  These skills also affect the innovation 
intentions of the companies (Iammarino, Sanna-Randaccio and Savona 2009; D’Este et al. 2012; Almeida, Hsu and 
Li 2013; Guariglia and Liu 2014). For this reason, the literature focuses on outlining the factors that determine the 
barriers to innovation (Tiwari et al. 2007; Canepa and Stoneman 2008; Mohnen et al. 2008). Developing countries 
are particularly interested in new policy frameworks related to Science, Technology, and Innovation (Santiago et al. 
2017). As mentioned before, Türkiye is a country with high potential and has directed its policies towards innova-
tion, especially in technology development regions, in the last 20 years. For this reason, it is important to determine 
the problems in the system from different perspectives in order for the policies to be effective at the desired level. 
Considering all these, in this study, the relationship between the level of perception of financial barriers and their 
tendency to innovate was examined in terms of enterprises. Differently from the common literature in this study, the 
possible selection bias is considered. Our main question is “How does the perception of financial barriers of enter-
prises change according to whether the enterprises tend to innovate or not”. In the study, company characteristics, 
sectoral differences and regional differences were taken into account. Since the obstacle perception used in the study 
was measured with a five-point Likert scale, using the ordered probit model is appropriate. However, since it is known 
that the semi-nonparametric ordered probit model (SNPOPM) relaxes the normal distribution assumption, the use of 
SNPOPM has been preferred. Savignac (2008) suggests that there may be a selection bias towards innovative firms 
and non-innovative firms. While the literature defines innovative companies differently according to the survey used, 
our survey does not include any questions about whether the company is willing to innovate, so it is not possible to 
follow Savignac (2008). The reason why we follow the same structure as Männasoo and Meriküll (2020) is that we 
use similar survey data. To control for selection bias, we used a  semi-nonparametric extended ordered probit model 
(SNPEOPM) with selection. Differently from the existing literature with the best knowledge of the author, this paper 
is the first paper that takes into account several problems such as heteroscedasticity, normality and sample bias. The 
analysis concluded that Turkish businesses perceive financial barriers as high when they are innovatively active, as 
suggested in previous literature (D’Este et al. 2012; Santiago et al. 2017; de-Oliveira and Rodil-Marzábal 2019; Ünlü, 
Çankal and Çetin 2022). We consider a selection model and the result of the selection model suggests that to perceive 
the barriers as less important firms should be aged and bigger sized.

2. DATA AND METHOD

The data is derived from the most recent Business Environment and Enterprise Performance Survey (BEEPS) 
2013 and BEEPS 2019 surveys, which include innovation activities and financial barriers (for more information: 
World Bank Enterprise Surveys, http://www.enterprisesurveys.org). The sample consists of 1344 firms for 2013 
and 1663 firms for 2019. BEEPS data collect a broad set of information about innovation, perceiving access to 
finance as a barrier, firm characteristics, and the business environment. In the data, because only a few firms are 
visited again, similar to  Männasoo & Meriküll (2020), it is preferred to use pooled cross-section.  After cleaning 
the data from nonresponses, the new sample size for all 2730. The financial barrier used in the study is on a 5-point 
Likert scale in response to the question of “How Much of An Obstacle: Access To Finance?” (from no obstacle 
to very severe obstacle). The strength of this database is that it measures financial barriers directly and provides a 
clear indication when compared to indirect measurement based on cash flow (Männasoo and Meriküll 2020). Thus, 
it is possible to reach information on whether companies have problems in accessing loans. 
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However, by examining the distribution of financial barrier perception, whose model preference is an ordered 
variable, it was found appropriate to use one of the ordered type probit models. Because the ordered probit model 
(OPM) has the assumption that the error term should be normally distributed (Wooldridge 2013), it is necessary to 
test whether the appropriate model is the OPM or not. We use a semi-nonparametric (SNP) extended ordered probit 
model which relaxes the normality assumption (Stewart 2004)1. 

Stewart (2004) developed the SNP approach from the suggestion of that for a consistent SNP estimator, the un-
known density must be sufficiently smooth with an upper bound in the tails. Just as they suggest that the estimator 
can accommodate density skewness and kurtosis and fail only when the density is strongly oscillating, Stewart 
(2004) normalizes the model using the estimation from an ordered probit for the first cutoff point. According to 
Stewart (2004), the SNP approach is using a pseudo maximum likelihood estimator for the vector of model pa-
rameters, to be able to do this the SNP approach estimates the unknown densities of the error terms by Hermite 
polynomial expansions. Different from the ordered probit model, the SNP extended probit model’s interpretations 
depend on the K selection, where the K shows the number of values given for an ordered variable (Vieira at al. 
2023). It is known that the SNP takes the K=3 as the lowest possible value and the system for K<3, the model 
crashes to the ordered probit state. For this reason, a model selection depends on the K and can be justified using 
likelihood-ratio tests or the Akaike information criterion (Doremus 2020). 

Before going further in this analysis we also checked possible heteroscedasticity by using the heteroscedastic OPM 
(Keele and Park 2006). In this study, both industry and service sectors are included, as also applied in the study 
of D’Este et al. (2012). However, to ensure homogeneity, sector variables and region variables are added to the 
model as dummy variables. As Savignac (2008) proposes that there might be a selection bias towards innovative 
firms and non-innovative firms. While literature defines innovative firms differently concerning the survey used, 
our survey does not include any question regarding whether the firm does not innovative because of willingness, it 
is not possible to follow Savignac (2008). We followed the same structure with Männasoo and Meriküll (2020) and 
we also checked whether thereis a selection bias or not. To control selection bias, we used a semi-nonparametric 
extended ordered probit model (SNPEOPM) with selection2. To test this issue, it is used SNPEOPM with selection, 
which is proposed by De Luca and Perotti (2011). 

Table A1 (Appendix) demonstrates the detailed information about the explanatory variables and provides infor-
mation related to the descriptive statistics. The engagement level of innovation activities is determined from three 
main questions related to research and development activities; “During last 3 years, establishment spent on the 
acquisition of external knowledge?”, “… on R&D within the establishment?”, “… on R&D contracted outside 
establishment?”. The innovation engagement has determined as if the firm answered yes to at least one of these 
questions. The Chi2 test is provided in Table A2 (Appendix) for the companies identifying obstacles as important 
based on the level of innovation participation. The outcome provides a statistically significant test statistic for 
the hypothesis that the degree of a firm’s innovation activity is not independent of the evaluation of obstacles. It 
demonstrates that companies with low involvement levels are more likely than companies with high participation 
levels to believe that financial obstacles to innovation are substantially less relevant..

3. RESULTS

The results in this study follow several steps: first, we aimed to prove that there was not any heteroscedasticity 
problem. With the aim to reveail this, we used heteroscedastic ordered probit3 model which provides a likelihood 
ratio test of homoscedasticity. First, the age of firms suggests that the older firms might have the experience to deal 
with risky funding of innovation than the younger ones. Thus, the variance of the error terms of age may influence 
the variance of unobserved heterogeneity. Second, the size of the firms may also influence the variance of the unob-
served heterogeneity. The results are summarized in Table A3 (Appendix) LR test gives a chi2 of 0 when the age of 
the firms given as a source of heteroscedasticity and a similar result seen when the source is given as employment 
with the chi2 of 0.14. The result shows that there is no heteroscedasticity problem for the given models. 

The second step of the analysis is to investigate whether the assumption of the normality for the OPM was violated 
or not. Table 1 shows the OPM and SNPEOPM estimator results. It is seen from Table 1 that the likelihood ratio 
(LR) test of the OPM against the SNPEOPM (where K=5) gives Chi2 statistic equal to 144 and rejects the null 
that the OPM is more suitable than the SNPEOPM. The AIC is lowest for the case of K = 5. A LR test (4.31***) 
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comparing K = 5 to K = 4 can reject that K = 4 fits the data better. Because of the lower AIC and rejection of the 
hypothesis that K = 4 is a better fit,  therefore, the results suggest to select the K = 5 model.

Table 1. Likelihood Ratio Test of OPM and SNPEOPM

Invited article 
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years, establishment spent on the acquisition of external knowledge?”, “… on R&D within the 

establishment?”, “… on R&D contracted outside establishment?”. The innovation engagement has 
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Table 1. Likelihood Ratio Test of OPM and SNPEOPM 
 

K Log-likelihood LR test of ordered probit Degrees of freedom LR test of K-1 AIC 

OP -3454.78    6959 

4 -3455.86 140*** 2 -2.16 6963 

5 -3453.71 144*** 3 4.31*** 6961 

Note: *** p<0.01, ** p<0.05, * p<0.1

To show whether there is a selection bias or not, we have used the special model which is developed for sample 
selection for the SNPEOPM. While the literature proposes that the innovators behave differently than non-inno-
vators against the financial obstacles, we proposed the model that the innovators who claim product and process 
innovation has been done by their company should be used as a sample selection model. As De Luca and Perotti 
(2011) suggest that any unobservable factors that are probable might affect the outcome of interest, which may 
cause inconsistent estimates of the SNPEOPM. We explained the innovators by three instruments given in the 
literature. According to Männasoo and Meriküll (2020), competitive features can be used, unlike the classic firm 
characteristics. This feature can be explained by whether firms see anti-competitive practices as a serious obstacle 
to the business, and obstacles to qualified personnel and training opportunities can also be used as an indicator for 
innovators.  The results of the alternative SNPEOPM with the selection model are given in Table 2. Both LR tests 
and AIC are given in the table and suggest that the model with order (5,5) is more appropriate. 

Table 2. Likelihood Ratio Test of SNPEOPM with Selection

Invited article 

  

To show whether there is a selection bias or not, we have used the special model which is developed for 

sample selection for the SNPEOPM. While the literature proposes that the innovators behave differently 

than non-innovators against the financial obstacles, we proposed the model that the innovators who 

claim product and process innovation has been done by their company should be used as a sample 

selection model. As De Luca and Perotti (2011) suggest that any unobservable factors that are probable 

might affect the outcome of interest, which may cause inconsistent estimates of the SNPEOPM. We 

explained the innovators by three instruments given in the literature. According to Männasoo and 

Meriküll (2020), competitive features can be used, unlike the classic firm characteristics. This feature 

can be explained by whether firms see anti-competitive practices as a serious obstacle to the business, 

and obstacles to qualified personnel and training opportunities can also be used as an indicator for 

innovators.  The results of the alternative SNPEOPM with the selection model are given in Table 2. 

Both LR tests and AIC are given in the table and suggest that the model with order (5,5) is more 

appropriate.  

Table 2. Likelihood Ratio Test of SNPEOPM with Selection 
K Log-likelihood LR test of K-1 AIC Rho 

(3,3) -6541.81  13151 -0.18 

(4,4) -6505.27 73.07*** 13092 -0.50 

(5,5) -6495.69 19.16*** 13091 -0.59 

Note: *** p<0.01, ** p<0.05, * p<0.1  

  

The result of the SNPEOPM with selection is given in Table 3 and suggests that there is a negative 

correlation between the error terms of the main model and selection model, which is -0.59. This indicates 

selection bias. However, the significant variables are still significant. And the signs of the estimators do 

not change. According to Table 3, it is found that if the innovation activity engagement is high then 

there is a significant and a positive effect on the perception of financial barriers, which suggests revealed 

effect as suggested by D’Este et al. (2012). 

 

 

 

 

 

 

Note: *** p<0.01, ** p<0.05, * p<0.1

The result of the SNPEOPM with selection is given in Table 3 and suggests that there is a negative correlation 
between the error terms of the main model and selection model, which is -0.59. This indicates selection bias. 
However, the significant variables are still significant. And the signs of the estimators do not change. According 
to Table 3, it is found that if the innovation activity engagement is high then there is a significant and a positive 
effect on the perception of financial barriers, which suggests revealed effect as suggested by D’Este et al. (2012).
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Table 3. Estimation results for OPM, SNPEOPM (K=5), and SNPEOPM with Selection (R1=5, R2=5)

Invited article 

Table 3. Estimation results for OPM, SNPEOPM (K=5), and SNPEOPM with Selection (R1=5, R2=5) 
 

VARIABLES OPM SNPEOPM SNPEOPM with 
Selection 

Engagement To 
Innovation Activities 0.21*** 0.12*** 0.12*** 

 (0.057) (0.049) (0.045) 
Age -0.045 -0.046*** -0.103*** 
 (0.029) (0.023) (0.021) 
Size -0.067*** -0.029** -0.047*** 
 (0.018) (0.015) (0.015) 
Learning by Export -0.000 -0.026 0.023 
 (0.055) (0.044) (0.045) 
Group Engagement 0.189*** 0.114*** 0.145*** 
 (0.068) (0.055) (0.053) 
Sector dummies Included Included Included 
Regional dummies Included Included Included 
Year 2019 Included Included Included 
Sample selection 
model    

Competition as an 
obstacle   0.370*** 

   (0.09) 
Uneducated workers 
as an obstacle   0.418*** 

   (0.125) 
Training for 
employees   0.219*** 

   (0.092) 
Intercept   -1.241 
Cut 1 -0.274   
Cut 2 0.264   
Cut 3 1.270   
Cut 4 2.032   

Thresholds 1  -0.27 
(Fixed) 

0.64 
(Fixed) 

2  0.14 
(0.07) 

1.09 
(0.03) 

3  0.96 
(0.21) 

1.95 
(0.09) 

4  2.13 
(0.43) 

3.00 
(0.15) 

SNP Coefs.   estimated estimated 
LR Chi2 683***   
Wald Chi2  33.55**  
Pseudo R2 0.088   
OBSERVATIONS 2730 2730 2570 
Estimated moments 
of errors distribution 

 Main Equation Selection Equation 

Standard Deviation  1.457927 2.099603 
Variance  2.125552 4.408331 
Skewness  -1.080913 -.4749198 
Kurtosis  4.668988 2.24423 

Note: a) Standard errors are given in parentheses. b) *** p<0.01, ** p<0.05, * p<0.1. c) OPM: ordered probit 
model, SNPEOPM: semi-nonparametric extended ordered probit model and SNPEOPM with selection: 
semi-nonparametric extended ordered probit model with selection, respectively. 

 

Note: a) Standard errors are given in parentheses. b) *** p<0.01, ** p<0.05, * p<0.1. c) OPM: ordered probit model, SNPEOPM: 
semi-nonparametric extended ordered probit model and SNPEOPM with selection: semi-nonparametric extended ordered probit model with 

selection, respectively.



6

ÜNLÜ

Table 4. Hypothesis Testing
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Table 4. Hypothesis Testing 
 

Null Hypothesis LRT DF p-value 
Engagement to Innovation Activities has no 
influence on perception of financial barriers, all 
else equal  

46.21 10 
0.000 

 
Note: LRT, DF and p-value represent likelihood ratio tests, degrees of freedom (equivalent to the number of 
constraints imposed on the model) and test p-values (for a chi square distribution). 

 

This result is also consistent with our hypothesis (Table 4) that innovative-active firms are more likely 

to face financial barriers to innovation and therefore more likely to perceive financial barriers as 

significantly higher. As the literature suggests, firm size significantly affects the perception of barriers 

to innovation. More specifically, larger companies perceive financial barriers as less relevant than 

smaller companies. The case of older / mature firms similarly perceives financial barriers less using their 

experience. While "learning by export" is statistically nonsignificant, it is seen that firms in a group have 

an increasing effect on the perception of financial barriers contrary to what is expected. It is seen that 

the impact differs according to the sectors and regions. The sectoral divergence is also seen from the 

study, that the garments and other manufacturing firms are more likely to face financial barriers rather 

than service sectors. The selection model has significant explanatory variables.  

Note: LRT, DF and p-value represent likelihood ratio tests, degrees of freedom (equivalent to the number of constraints imposed on the 
model) and test p-values (for a chi square distribution).

This result is also consistent with our hypothesis (Table 4) that innovative-active firms are more likely to face fi-
nancial barriers to innovation and therefore more likely to perceive financial barriers as significantly higher. As the 
literature suggests, firm size significantly affects the perception of barriers to innovation. More specifically, larger 
companies perceive financial barriers as less relevant than smaller companies. The case of older / mature firms 
similarly perceives financial barriers less using their experience. While “learning by export” is statistically nonsig-
nificant, it is seen that firms in a group have an increasing effect on the perception of financial barriers contrary to 
what is expected. It is seen that the impact differs according to the sectors and regions. The sectoral divergence is 
also seen from the study, that the garments and other manufacturing firms are more likely to face financial barriers 
rather than service sectors. The selection model has significant explanatory variables. 

4. CONCLUSION

In this study, it was investigated which companies felt the financial barriers. In particular, the perception of compa-
nies engaged in intensive innovation activities was examined. In the study, the BEEPS data was used for Türkiye, 
and the years 2013 and 2019 were included. Although barriers have been examined in various studies before, 
models measuring perception at different levels are less common in the literature. For this reason, the use of the 
ordered probit model was preferred in the study. Sample selection model is included to address this issue as selec-
tion bias can be an issue. In addition, as a result of the control of the assumptions, the use of semi-non parametric 
model was found more appropriate. The study differs from other studies in terms of method. When the results are 
examined, as expected, age and size, which are the main characteristics of the company, affect the perception of 
financial barrier. Beck et al. (2006) supports our finding that age and size have negative effect,which means that 
younger and smaller firms are feeling major financial obstacles.  While the existence of entrepreneurs being a 
member of a business group creates a significant effect, firms that export unexpectedly do not have any significant 
effect. Especially in the study, the result of the significant effect of companies with innovation activities that carry 
out risky activities is striking. According to the literature, it was expected that firms belonging to a business group 
would face lower financing barriers as they have access to the group’s internal cash flow, but the positive and sig-
nificant sign obtained is that if Turkish firms are included in the group, they tend to have difficulties to diverge in 
income and expenses both in the same business line or in different business lines. For this reason, if a member has 
financial difficulties, it may be due to the fact that other members have similar problems. This draws our attention 
as an issue that needs to be studied in the future.
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Table A2. The Percentage Of Firms Reporting Barriers As Important By Degree Of Engagement In Innovative Activities
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 Engagement to innovation activities 

Financial Barriers No Yes 

No Obstacle 38.76 32.10 

Minor Obstacle 15.59 24.54 

Moderate Obstacle 29.57 27.68 

Major Obstacle 12.25 9.96 

Very Severe Obstacle 3.84 5.72 

Note: Pearson Chi2=31.29  and p=0.000 Note: Pearson Chi2=31.29  and p=0.000

                          Table A3. Heteroskedastic OPM Results

Invited article 

                          Table A3. Heteroskedastic OPM Results 

 Financial Obstacles Financial Obstacles 

VARIABLES 
Age as a source of 
heteroskedasticity 

Size as a source of 
heteroskedasticty 

Engagement To 
Innovation 
Activities 0.21*** 0.22*** 

 (0.059) (0.060) 
Age  -0.044 -0.046 
 (0.030) (0.030) 
Size -0.06*** -0.07*** 

 (0.019) (0.021) 
Learning by 
Export -0.000 0.000 
 (0.055) (0.057) 
Group 
Engagement 0.18*** 0.19*** 

 (0.069) (0.071) 
Sector dummies Included Included 

   
Regional dummies Included Included 

   
Year 2019 Included Included 

   
Lnsigma   Age Size 
 -0.001 -0.008 
 (0.025) (0.014) 
Cut 1 -0.273 -0.279 
Cut 2 0.264 0.264 
Cut 3 1.267 1.300 
Cut 4 2.027 2.083 
LR test of 
lnsigma=0 
Chi2  

0.00 
Pr=0.96 

0.35 
Pr=0.55 

Wald test of 
lnsigma=0 
Chi2 

0.00 
Pr=0.96 

0.35 
Pr=0.55 

OBSERVATIONS 2730 2730 
 

 

1 More detail about the SNP extended probit model can be seen from the Stewart (2004). 
2 More detail about the SNP extended probit model with selection can be seen from the De Luca and Perotti 
(2011). 
3 The estimates are done by using stata command hetoprobit. 
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1. INTRODUCTION

Savings, which consist of the non-consumed part of the disposable income, have been handled in different ways 
by the schools of economics. According to the classical school of economics, consumption and saving decisions 
are determined by interest rate. Economic actors divide their income between consumption and savings according 
to the current interest rate. Savings, which have a positive relationship with interest rates, turn into investments, 
increasing the capital stocks and growth performances of countries. In Keynesian economic thought, this positive 
approach towards savings has changed. The situation which is called the saving paradox by Keynes (1936) is de-
fined such that the increase in savings causes a decrease in production and employment by reducing demand and 
consumption expenditures without causing an increase in investments. Thus, a skeptical approach to saving was 
developed by Keynes, and the view that saving is harmful to the economy emerged (Modigliani 1986: 704).

According to the growth theories, the level of savings is vital for the economic performance of countries. In 
economic growth theories, in addition to exogenous theories such as Solow (1956) model and the Harrod-Domar 
model (Harrod 1939; Domar 1946), savings have positive effects on growth in endogenous growth theories (Lucas 
1988). In addition, savings are decisive in explaining the differences in economic development between countries. 
One of the important factors in countries having different levels of development is the difference between capital 
stocks. Countries with low capital stocks lag in economic welfare in the long run, due to their slower growth. For 
a developing country like Türkiye, one of the key factors in achieving the welfare levels of developed countries 
is to increase capital accumulation. Savings are the element that allows for the necessary investments to expand 
capital stock.

Another factor in which savings are important is its relationship with the current account deficit, which is particu-
larly important for the Turkish economy (Rijckeghem and Üçer 2009: 14). The main issue with countries having 
high current account deficits is low savings inspite of high investments. Low savings lead to the use of foreign 
resources in order to finance growth along with the increase in capital stock which results in a current account 
deficit. Hence, it is crucial to increase savings to reduce the current account deficit.

The first approach to explain saving behavior is the absolute income hypothesis developed by Keynes (1936). Ac-
cording to Keynes, consumption and saving are a functions of income. Income increases lead to higher consump-
tion and savings. However, the marginal propensity to consumption and the marginal propensity to savings, which 
show the percentages of income to be allocated to consumption and savings, are determinative. While the marginal 
propensity to save is high in high-income holders, the marginal propensity to consume is high at the low-income 
levels. According to Keynes, with a rise in income, the percentage of income allocated to savings increases. Em-
pirical studies initially proved Keynes’ absolute income hypothesis by finding a positive relationship between the 
share of income saved and income. However, the study conducted by Kuznets for the USA in the period after 1899, 
reached findings that conflicted with Keynes’ theory and it was determined that the share allocated to savings from 
income remained the same despite the increase in real income (Friedman 1957: 3-4; Modigliani 1986: 705). These 
empirical contradictions have led economists to develop new approaches to explain consumption and savings.

The first of the new approaches is Duesenberry (1967)’s relative income hypothesis. The hypothesis assumes that 
Keynes’ absolute income hypothesis is incomplete  since it assumes that each consumer’s consumption expendi-
ture decisions are independent of other consumers and the consumption relations are reversible. In this regards, the 
Keynesian theory serves as a special case of the general consumption theory (Duesenberry 1967: 1). The relative 
income approach depends on the explanation of Brady and Friedman’s view that a consumer’s consumption is 
independent of absolute income, however, in terms of imitation of upper-income groups (Modigliani 1986: 705) 
it is dependent on the position of the consumer in the distribution of income among consumers in the community 
(Friedman 1957: 4). According to Dusenberry’s relative income hypothesis, utility is a function of relative income 
rather than absolute income (Dusenberry 1967: 112). The behavior of those at the upper limits of the income dis-
tribution differs in two ways compared to those at the lower limits. First, the change in saving rates affects total 
savings much less, secondly, the type of consumption in high-income groups is more affected by the competitive 
considerations than in lower-income groups (Duesenberry 1967: 113). In addition, Duesenberry’s approach makes 
it possible to interpret aggregate data by expressing the ratio of consumption to income as a function of the ratio 
of current income to the highest level it reaches earlier (Friedman 1957: 4).
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The inconsistency that emerged in Keynes’ theory because consumption and savings show a certain regularity de-
spite changes in current income was tried to be resolved by Modigliani and Brumberg’s lifetime income hypothesis 
developed in 1954. (Modigliani 1986: 705). Modigliani and Brumberg (2005) obtained results that are basically 
compatible with Keynes’ theory. The main difference is that instead of the psychological factor called animal mo-
tives in Keynes, they treat people as having forward-looking expectations (Modigliani and Brumberg 2005: 32). 
According to the lifetime income hypothesis, saving is proportional to the average income-earning capacity of 
households rather than their current income, as it is made to provide a cushion against large changes and short-term 
fluctuations in income over the life cycle (Modigliani and Brumberg 2005: 32). The ratio of income to savings is 
independent of current income, and the deviations result from short-term fluctuations in households’ earning ca-
pacity and changes in this capacity (Modigliani and Brumberg 2005: 32). According to the lifetime income hypoth-
esis since the income will be high in the working age, the saving will also be high, and dissaving will occur in the 
retirement period (Rijckeghem and Üçer 2009: 20). Basically, consumers are making an intertemporal smoothing.

Friedman developed the permanent income hypothesis which makes a distinction between recorded income and 
permanent income and explains consumption and saving behaviors according to the latter (Friedman 1957: 221). 
Temporary changes in a consumer’s income would not have an impact on consumption unless they transform 
into permanent effects. In this case, while consumers are not sensitive to temporary shocks in their incomes, they 
smoothen by adjusting their consumption considering permanent effects. The permanent income hypothesis im-
plies Ricardian equivalence, which suggests that private savings and public savings would balance. Increases in 
public savings with tax rises cause a decrease in private savings and reductions in public savings due to expendi-
ture cause an increase in private savings (Rijckeghem and Üçer 2009: 21).

The studies in the empirical literature can be classified into two specific groups. The first group analyzes studies 
cross-countries. Edwards (1995) analyzes 32 countries and finds that the determinants of public and private sav-
ings vary. While demographic variables, social security expenditures and the depth of the financial sector do not 
affect public savings, private savings are sensitive to these variables. Opoku (2020) explores the income and sub-
stitution effects of short-term nominal interest rates in 19 OECD countries. The findings show that the substitution 
effect outweighs the income effect in the long run and the short run, the income effect is higher than the substitution 
effect. Inflation, wealth, income and wealth taxes, unemployment rate and general government gross debt have 
negative effects on household savings in the long run. Hunt et al. (2021) find that in 36 OECD countries, in addition 
to traditional determinants of household savings such as life expectancy and income tax rate, changes in socio-eco-
nomic and demographic conditions are also influential. A narrower gender gap in access to higher education and 
employment leads to a larger household savings rate. Fredriksson and Staal (2021) examine 14 OECD countries 
and identify the positive effects of unexpected income changes and unexpected inflation on savings. Uncertainty 
affects savings positively, while social security suppresses savings.

The second group studies focus on a certain country. While these studies deal with demographic variables, they 
also examine other effects such as cultural factors and macroeconomic variables. Finlay and Price (2015) find that 
saving behavior varies between age groups in Australia. They find that situations that increase risk, such as being 
a single-parent and migrant household, are negatively associated with savings. They also find that savings are 
positively correlated with incomes and negatively correlated with wealth and gearing. Mirach and Hailu (2014) 
find that demographic factors such as age, gender, marital status, as well as the existence of financial institutions 
where savings will be used, and cultural background also affect savings in Ethiopia. Rehman et al. (2011) inves-
tigate the determinants of savings in Pakistan for different income groups. While saving increases with income 
in low and middle-income groups, children’s education expenditure, family size, and household obligations per 
capita are negatively related to saving. In the higher income group, the findings are consistent with the lifetime 
income hypothesis. Pan (2016) examines the savings of rural and urban households in China. Savings in rural areas 
are largely explained by income. In addition, having a school-age child is also decisive in high-income quantiles. 
Changes in quantile regression coefficients explain the urban saving rates. Paiva and Jahan (2003) find that private 
savings and public savings are offsets in Brazil. Private savings have a high and inverse response to public savings. 
In addition, financial depth and terms of trade positively affect savings. Curtis et al. (2015) examine the effect of 
demographic changes on household savings in China. Demographic changes explain more than half of household 
savings rates.  



14

KIZILARSLAN & GÖCEN

Among the studies on Türkiye, Ozcan et al. (2003) find that a change in one of the determinants of saving is ef-
fective in the long run rather than the short run. Public savings crowd out private savings. The increase in public 
savings is balanced by the decrease in private savings. The income level has a positive effect on the private saving 
rate. The negative impact of life expectancy supports the life cycle hypothesis. Terms of trade shocks increase pri-
vate savings. The economic crisis affects the savings rate negatively. Nalın (2013) finds that inflation can increase 
household savings in Türkiye if other macroeconomic factors remain constant. Household income, education lev-
el, occupation, place of residence (rural/urban), car ownership, and household size are other important variables 
in explaining the change in household savings and portfolio preference behavior. Rijckeghem (2010) examines 
the decline in savings in Türkiye and finds being a homeowner is decisive. Homeowners substantially reduced 
their savings rates, while the decrease in tenants was minor. Households with interest income do not reduce their 
savings.

This study examines the effects of household characteristics on household savings in Türkiye. Saving rates are cru-
cial determinants of many variables and economic development, and the examination of savings rates is extremely 
important for contributing to the literature and policy implications.

Figure 1 presents household savings rates which fluctuate at a low level in Türkiye. Savings ratios, which fell be-
low 10% in the post-global crisis period, rose between 2013-2017 and declined in the last four years.Figure 1. Household Savings Rates in Türkiye 

 
Source:  Compiled from Turkish Statistical Institute  report (TURKSTAT 19.02.2023)  

The most important possible explanation for fluctuations in savings rates is income level. It is 
theoretically consistent that savings fell until 2012 due to the economy that shrank by 5% in the 
global crisis. It is possible to explain the increase in savings with the recovery of the economy 
and the start of growth in the 2013-2017 period. The recent decline in savings may have 
contributed to the increase in the inflation rate. It is theoretically and empirically known that 
households increase their expenditures to protect themselves from price increases in the future 
in high inflation periods. 
The next section explains the dataset and the method. Then the findings are presented and 
interpreted.  The last section summarizes the results and discusses policy recommendations.  

2. DATA AND METHODOLOGY 

In this study, the logistic quantile regression method was employed to determine the household 
characteristics that affect household savings rates in Türkiye. The data set of the study was 
obtained from the 2019 Household Budget Survey applied by the Turkish Statistical Institute 
(TURKSTAT). Data for 2019 were preferred to avoid the impact of the pandemic on the 
household budget balance. Household Budget Survey was applied to 15552 households across 
Türkiye in 2019, and responses were received from 11521 households. In this study, the factors 
affecting savings rates, especially for homeowners and tenants, were examined and compared. 
Therefore, the sample size consists of 9669 households, of which 7092 homeowners and 2577 
tenants. The budget survey is applied separately for households and individuals. Here, the data 
of the questionnaire applied to the households were used and the characteristics of the 
households were examined. The dependent variable, the annual savings rate of the household 
was calculated as the ratio of annual savings to annual disposable income. Among the 
independent variables, the logarithmic annual disposable income was the main variable focused 
on, and the change in the effect of this variable on the saving rate at the level of quantiles was 
graphically examined. In addition, other characteristics of the house and the household were 
employed in the model, and the model findings that had a statistically significant effect on the 
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Figure 1. Household Savings Rates in Türkiye

Source:  Compiled from Turkish Statistical Institute  report (TURKSTAT 19.02.2023)

The most important possible explanation for fluctuations in savings rates is income level. It is theoretically consis-
tent that savings fell until 2012 due to the economy that shrank by 5% in the global crisis. It is possible to explain 
the increase in savings with the recovery of the economy and the start of growth in the 2013-2017 period. The re-
cent decline in savings may have contributed to the increase in the inflation rate. It is theoretically and empirically 
known that households increase their expenditures to protect themselves from price increases in the future in high 
inflation periods.

The next section explains the dataset and the method. Then the findings are presented and interpreted.  The last 
section summarizes the results and discusses policy recommendations. 
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2. DATA AND METHODOLOGY

In this study, the logistic quantile regression method was employed to determine the household characteristics that 
affect household savings rates in Türkiye. The data set of the study was obtained from the 2019 Household Budget 
Survey applied by the Turkish Statistical Institute (TURKSTAT). Data for 2019 were preferred to avoid the impact 
of the pandemic on the household budget balance. Household Budget Survey was applied to 15552 households 
across Türkiye in 2019, and responses were received from 11521 households. In this study, the factors affecting 
savings rates, especially for homeowners and tenants, were examined and compared. Therefore, the sample size 
consists of 9669 households, of which 7092 homeowners and 2577 tenants. The budget survey is applied separate-
ly for households and individuals. Here, the data of the questionnaire applied to the households were used and the 
characteristics of the households were examined. The dependent variable, the annual savings rate of the household 
was calculated as the ratio of annual savings to annual disposable income. Among the independent variables, the 
logarithmic annual disposable income was the main variable focused on, and the change in the effect of this vari-
able on the saving rate at the level of quantiles was graphically examined. In addition, other characteristics of the 
house and the household were employed in the model, and the model findings that had a statistically significant 
effect on the savings rate were interpreted. The explanations and details of the variables included in the analysis 
are given in Table 1.

Table 1. Variables and Definitions

savings rate were interpreted. The explanations and details of the variables included in the 
analysis are given in Table 1. 

Table 1. Variables and Definitions 

Savings_Rate Annual savings / annual disposable income (Dependent) 
Log_Inc Logarithmic annual disposable income 
No_Hh Total number of members living in the household 
Size_H Size of the residence (10 m2) 
Calorifere Calorifere ownership 
Sec_H Second home ownership 
No_Mob Number of mobile phones 
No_Pc Number of computers 
No_Net Number of internets 
No_Oto Number of cars (excluding those for commercial use) 

Smoking Presence of individuals in the household who have the habit of smoking 
cigarettes, tobacco and cigars 

Alcohol Presence of individuals in the household who have the habit of using 
alcoholic beverages 

Eat_Out Presence of the habit of eating lunch or dinner out 

Paid_Spor Presence of individuals engaged in sports, entertainment, culture, etc. 
activities by paying a fee in the household 

Paid_Tv Presence of paid TV subscriptions in the household 

Cafe Presence of individuals in the household who have the habit of going to 
coffee houses, cafés, etc. 

Ccard Presence of individuals using credit cards in the household 
Market Presence of the habit of going to the market in the household 
Onl_Shop Presence and frequency of online shopping habits in the household 

 
Dummy variables (Calorifere, Sec_H, Smoking, Alcohol, Eat_Out, Paid_Spor, Paid_Tv, Café, 
Ccard,  Market, and Onl_Shop) are coded so that a value of zero represents absence. Summary 
statistics for household savings rate and logarithmic income for homeowners and tenants are 
given in Table 2. When the table is explored, it could be seen that nearly 75% of the households 
in the country-wide sample are homeowners. When the income level is examined, it is 
determined that the average income level is close for the homeowners and the tenants. 
 
 
 
 
 
 
 

 

Dummy variables (Calorifere, Sec_H, Smoking, Alcohol, Eat_Out, Paid_Spor, Paid_Tv, Café, Ccard,  Market, and 
Onl_Shop) are coded so that a value of zero represents absence. Summary statistics for household savings rate and 
logarithmic income for homeowners and tenants are given in Table 2. When the table is explored, it could be seen 
that nearly 75% of the households in the country-wide sample are homeowners. When the income level is exam-
ined, it is determined that the average income level is close for the homeowners and the tenants.
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Table 2. Summary Statistics for Household Savings Rate and IncomeTable 2. Summary Statistics for Household Savings Rate and Income 

 Variables Number of 
Observations Mean Median Min Max 

H
om

e 
ow

ne
r Savings_Rate 7092 0.0452  0.1599 -12.506 0.9567 

Log_Inc 7092 10.882 10.876 7.9399 13.791 

T
en

an
t Savings_Rate 2577 -0.0733   0.0722 -35.806 0.8475 

Log_Inc 2577 10.791 10.796 6.2328 14.219 

It can be suggested that the lowest and highest income levels are similar for both groups. On 
the other hand, the two groups present a significant distinction in saving rates. The average 
savings rate for homeowners is positive and around 4.5%, while the average savings rate for 
tenants is negative. In other words, it is seen that the tenants are in debt on average. The fact 
that the median values are significantly larger than the mean indicates that the savings rates 
have an asymmetrical distribution and are skewed to the left in both groups. This inference, 
which was obtained by the location measures of the distribution of savings rates for both groups, 
was supported by both graphical methods such as histograms and normal distribution tests. As 
a result of the examinations and tests, the asymmetrical distribution of savings rates in both 
groups was determined clearly. The presence of large negative values in minimum savings rates 
indicates the presence of households with high debt levels and extreme value characteristics. 
However, the maximum savings rate is limited to 1 from the upper. The saving rate variable, 
which shows the continuous, limited, and asymmetric distribution, has a suitable structure for 
analysis with logistic quantile regression. 
In this study, the logistic quantile regression method is utilized to investigate household savings 
rates. The quantile regression is developed as an alternative method to the classical mean-based 
regression models since it is based on modeling the conditional quantiles of the dependent 
variable rather than the conditional mean. The quantile regression method is more robust to the 
existence of outliers and allows for investigation of the targeted point of the dependent variable 
distribution by allowing to stretch of the normality assumption in classical models. The logistic 
quantile regression model was presented by Bottai et al. (2010) as an alternative approach to 
the quantile regression model. This approach is proposed for models with a limited and 
continuous dependent variable within a certain range. The quantile of a variable is invariant 
under monotonous transformations. In other words, for a non-decreasing function h , the .q  
quantile of the variable 𝑦𝑦𝑦𝑦,   𝑄𝑄𝑄𝑄𝑦𝑦𝑦𝑦(𝑞𝑞𝑞𝑞), has the feature of 

ℎ �𝑄𝑄𝑄𝑄𝑦𝑦𝑦𝑦(𝑞𝑞𝑞𝑞)� = 𝑄𝑄𝑄𝑄ℎ(𝑦𝑦𝑦𝑦)(𝑞𝑞𝑞𝑞)                        (1) 

However, the expected value of the variable, and therefore its mean, does not have this feature. 
Based on this feature of the quantile regression, it has been proposed to estimate the conditional 
quantiles after applying a monotone transformation to the variable if the dependent variable is 
limited. This transformation, called the link function, is preferred as the logistic transformation 
in logistic quantile regression: 

ℎ(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖) =   log �𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖−𝑦𝑦𝑦𝑦min
𝑦𝑦𝑦𝑦max−𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖

�                        (2) 
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preferred as the logistic transformation in logistic quantile regression:
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Here, the Here, the  �𝑦𝑦𝑦𝑦min, 𝑦𝑦𝑦𝑦max�values do not have to be the lowest and highest values of the variable but 
are the values that limit the variable from above and below. This transformation, which is 
applied to the probability values in the range ( )0,1  in the logistic regression, is applied here for 
the continuous and limited dependent variable. The quantile regression model is estimated using 
the transformed dependent variable: 

𝑄𝑄𝑄𝑄ℎ(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖)(𝑞𝑞𝑞𝑞) = 𝑄𝑄𝑄𝑄log𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖)(𝑞𝑞𝑞𝑞) = 𝑥𝑥𝑥𝑥′𝑖𝑖𝑖𝑖𝛽𝛽𝛽𝛽𝑞𝑞𝑞𝑞            (3) 

Here, qβ  represents the regression coefficients for the .q  quantile of the dependent variable. 
For the coefficients, bootstrap standard errors, which are more successful, are used instead of 
asymptotic standard errors (Bottai et al.  2010). 
 

3. FINDINGS 

Before examining the determinants of household saving rates at the quantile levels, assumptions 
were tested in the classical mean-based regression model. The OLS model results estimated 
separately for both homeowners and tenants will be presented along with the logistic quantile 
regression results. However, before moving on to the estimation results, heteroscedasticity and 
normality tests were applied for the residuals of the OLS models. The results of the Breusch-
Pagan Test applied for heteroscedasticity and the Jarque-Bera Test applied for normality are 
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was rejected in both groups according to the tail probabilities, and the OLS residuals do not 
have a normal distribution. Therefore, the assumptions of the OLS model are not provided and 
it is appropriate to prefer the quantile regression. 
In the next step, the savings rates for both homeowners and tenants are modeled in low, medium 
and high quantiles. For this purpose, the models were estimated at 25th, 50th (median) and 75th 
quantiles, respectively. Table 4 presents OLS and logistic quantile model estimation results. 
The results suggest that the main determinant of household savings rates for both homeowners 
and tenants is household income. The income variable is considered as the main determinant of 
expenditures and saving rates according to the economic theory. The results of the model report 
that coefficients of the income variable in all models are significantly higher compared to the 
coefficients of all other variables. As a result, inline with the economic theory, it has been 
revealed that income is the most influential variable on the change in saving rates among the 
variables examined in the model.   
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When the Breusch-Pagan Test test results are examined, the null hypothesis of the test suggesting that the ho-
moscedasticity is valid, is rejected according to the tail probabilities and there is a problem of heteroscedasticity 
in the OLS models. Similarly, as a result of the Jarque-Bera Test with the null hypothesis that the residuals are 
normally distributed, the null hypothesis was rejected in both groups according to the tail probabilities, and the 
OLS residuals do not have a normal distribution. Therefore, the assumptions of the OLS model are not provided 
and it is appropriate to prefer the quantile regression.

In the next step, the savings rates for both homeowners and tenants are modeled in low, medium and high quan-
tiles. For this purpose, the models were estimated at 25th, 50th (median) and 75th quantiles, respectively. Table 
4 presents OLS and logistic quantile model estimation results. The results suggest that the main determinant of 
household savings rates for both homeowners and tenants is household income. The income variable is considered 
as the main determinant of expenditures and saving rates according to the economic theory. The results of the mod-
el report that coefficients of the income variable in all models are significantly higher compared to the coefficients 
of all other variables. As a result, inline with the economic theory, it has been revealed that income is the most 
influential variable on the change in saving rates among the variables examined in the model.  
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Table 4. Model Estimation ResultsTable 4. Model Estimation Results 

 Homeowners Tenants 

Variables OLS q25 q50 q75 OLS q25 q50 q75 

Log_Inc 0.505*** 0.515*** 0.544*** 0.609*** 0.905*** 0.608*** 0.573*** 0.582*** 

Size_H -0.007*** -0.010*** -0.009*** -0.008*** -0.025*** -0.015*** -0.014*** -0.007** 

Calorifere -0.090*** -0.080*** -0.113*** -0.131*** -0.233*** -0.111*** -0.122*** -0.116*** 

No_Mob -0.017** -0.019* -0.028** -0.038*** -0.067*** -0.024 -0.020 -0.028** 

No_Pc -0.032*** -0.020 -0.029** -0.045***  -0.013 -0.008 -0.036*** 

No_Oto -0.179*** -0.201*** -0.141*** -0.111*** -0.334*** -0.230*** 0.155*** -0.159*** 

Smoking -0.046*** -0.026* -0.055*** -0.083***  -0.078*** -0.061*** -0.090*** 

Alcohol -0.101*** -0.147*** -0.151*** -0.162*** -0.114** -0.042 -0.062* -0.097*** 

Eat_Out -0.048*** -0.051*** -0.064*** -0.083*** -0.141*** -0.103*** -0.110*** -0.101*** 

Paid_Spor -0.101*** -0.095** -0.133*** -0.115*** -0.158*** -0.111*** -0.132*** -0.146*** 

Paid_Tv -0.085*** -0.086*** -0.068*** -0.117*** -0.162*** -0.139*** -0.108*** -0.112*** 

Cafe -0.049*** -0.056*** -0.036*** -0.029* -0.116*** -0.115*** -0.074*** -0.076*** 

Ccard -0.057*** -0.046** -0.060*** -0.100*** -0.107*** -0.098*** -0.090*** -0.065*** 

Onl_Shop -0.040*** -0.057*** -0.048*** -0.067*** -0.114*** -0.084*** -0.056*** -0.053*** 

No_Hh -0.021*** -0.013** -0.021*** -0.024*** -0.043*** -0.035*** -0.042*** -0.042*** 

Sec_H -0.068*** -0.066** -0.059*** -0.058***     

No_Net -0.026*** -0.026*** -0.023*** -0.019***     

Market -0.070*** -0.082*** -0.069*** -0.107*** -0.065*    

Cons -4.898*** -1.496*** -1.495*** -1.840*** -8.677*** -2.348*** -1.761*** -1.644*** 

 

Note: *, ** and *** indicate statistical significance for 10%, 5% and 1% margin of error, respectively. 

It has been determined that the impact of income on the savings rate is generally higher for 
tenants than for homeowners. However, as a finding that could not be obtained with the OLS 
model, it was determined that the effect of income at the quantile levels was non-linear and 
showed a quadratic trend. The change in the effect of income at the levels of quantiles is 
interpreted in the graph in Figure 2. 
When the effect of other variables is examined, it is seen that the variables, which are generally 
expenditure items, have a significant effect on all quantiles and negatively affect the savings 
rate. While the effect of the size of the house and the number of cars, which are variables that 
have a significant effect on both the homeowners and the tenants, decreases towards the higher 
quantiles, the effect of the number of people living in the household increases. Credit card 
ownership has different effects on homeowners and tenants. In the case of the move from low 
savings to higher, the negative impact of credit card ownership increases for homeowners and 
decreases for tenants. The negative effects of calorifere ownership, habits of smoking, alcohol, 
and eating out on the savings rate increase linearly across the quantiles for homeowners. Cafe 
habit has a linearly decreasing effect along the quantiles for homeowners. However, the effect 
of the same variables differs for the tenants in the extreme quantiles relative to the median and 
is not linear across the quantiles. While alcohol habit does not have a significant effect on the 
savings rate at low quantiles for tenants, it becomes more significant towards higher quantiles 
and its negative effect on the savings rate becomes stronger. The effects of paid TV and paid 

Note: *, ** and *** indicate statistical significance for 10%, 5% and 1% margin of error, respectively.

It has been determined that the impact of income on the savings rate is generally higher for tenants than for home-
owners. However, as a finding that could not be obtained with the OLS model, it was determined that the effect of 
income at the quantile levels was non-linear and showed a quadratic trend. The change in the effect of income at 
the levels of quantiles is interpreted in the graph in Figure 2.

When the effect of other variables is examined, it is seen that the variables, which are generally expenditure items, 
have a significant effect on all quantiles and negatively affect the savings rate. While the effect of the size of the 
house and the number of cars, which are variables that have a significant effect on both the homeowners and the 
tenants, decreases towards the higher quantiles, the effect of the number of people living in the household increas-
es. Credit card ownership has different effects on homeowners and tenants. In the case of the move from low sav-
ings to higher, the negative impact of credit card ownership increases for homeowners and decreases for tenants. 
The negative effects of calorifere ownership, habits of smoking, alcohol, and eating out on the savings rate increase 
linearly across the quantiles for homeowners. Cafe habit has a linearly decreasing effect along the quantiles for 
homeowners. However, the effect of the same variables differs for the tenants in the extreme quantiles relative 
to the median and is not linear across the quantiles. While alcohol habit does not have a significant effect on the 
savings rate at low quantiles for tenants, it becomes more significant towards higher quantiles and its negative 
effect on the savings rate becomes stronger. The effects of paid TV and paid sports habits are also non-linear for 
homeowners and differ in extreme quantiles. There are variables with different effects on homeowners and tenants. 
The number of mobile phones in the household has a significant effect on all quantiles for homeowners, and its 
effect becomes stronger as move towards higher savings rates. For tenants, it has a significant effect only on house-
holds with high savings rates. While the number of computers in the household does not have a significant effect 
on savings rates for both homeowners and tenants in low quantiles, it has a negative and significant effect in high 
quantiles. In addition, it has a significant effect on the median, that is, the medium savings level, for homeowners, 
but not for tenants. On the other hand, while the variables of the number of computers and smoking habits were 
not found significant for tenants in the OLS model, they were found to have a significant effect when analyzed at 
the quantile levels. The opposite is true for market habits.
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In addition, some variables have an impact on savings rates for homeowners but not for tenants. These variables are 
second home ownership, the number of internet and market habit. These variables only have a negative effect on 
savings rates for homeowners. Second home ownership and the number of internet variables were excluded from 
the tenants model because, unlike homeowners, they had no statistically significant effect on either the average or 
the quantiles of savings rates. This is because although these variables are key expenditure items for homeowners, 
most tenants do not have these. The Markets variable, on the other hand, was excluded from the quantile models, 
although it had an effect on the average savings rate for tenants, as it did not have a statistically significant effect at 
the quantiles level. It has been determined that although the market habit has an effect on the average savings rates 
for tenants, it is not a determining factor in low and high savings rates.

It has been determined that the effect of household income on the saving rate is not linear across the quantiles. The 
change in the income effect across quantiles for homeowners and tenants is shown in Figure 2.
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for households in the low 60 percent, it increases for the 40 percent with high savings rates. 
However, this increase is not as sharp as for homeowners. Income is most effective in 
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Figure 2. Change of the Effect of Household Income across the Quantiles

Examining the graphs, it is understood that income has a quadratic effect across quantiles for both homeowners and 
tenants. However, the change in the impact differs for homeowners and tenants. It is seen that the positive effect 
of income decreases for homeowners until the 30th quantile, in other words, for the households in the lowest 30 
percent according to the savings rate. However, from this point on, as the savings rate increases, the positive effect 
of income gets stronger. It has been determined that this turning point for the tenants is around the 60th quantile. 
In other words, while the positive effect of income weakens as the savings rate rises for households in the low 
60 percent, it increases for the 40 percent with high savings rates. However, this increase is not as sharp as for 
homeowners. Income is most effective in households with the highest savings rate for homeowners, and the lowest 
savings rate for tenants. The lowest income effect generally occurs in households with average savings.

4. CONCLUSION

The factors that determine household savings rates are the subject of extensive research in the literature. In par-
ticular, the relationship between income level, which is the main determinant of saving, and saving is important. 
This study analyzes the determinants of household savings rates and discusses the relationship between income 
and savings in detail. OLS model estimations lose their reliability due to the presence of extreme values in the de-
pendent variable. The quantile regression models allow us to examine the desired point of the distribution instead 
of the conditional mean of the variable being studied. Logistic quantile regression models, on the other hand, have 
been proposed as an alternative to quantile models when the dependent variable is continuous and limited within 
a certain range. In this study, unlike previous studies in the literature, savings rates were examined with logistic 
quantile regression models. Since the household savings rate is limited to 1 from the upper, it is suitable for these 
models. In addition, separate models were estimated for homeowners and tenants, and differences at the level of 
quantiles were revealed.

When the findings were examined, it was determined that the principal determinant of the savings rate was income 
level for both homeowners and tenants. Income level has a positive effect on the saving rate. However, this effect 
is not linear across the quantiles and differs between homeowners and tenants. When the change of the income 
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effect according to the quantiles is examined, it is seen that there is a quadratic change throughout the quantiles. 
Accordingly, the effect of income decreases up to a certain saving rate and then increases. However, this turning 
point occurs quicker for homeowners than for tenants, with a stronger impact afterward. Income is more effective 
at high savings rates for homeowners, while it is more effective at low savings rates for tenants.

When the other determinants of the savings rate are examined, it has been determined that the variables are gen-
erally expenditure items and have a negative effect on the savings rate. It is understood that the main expenditure 
items affect the savings rate for both homeowners and tenants. However, while some of these effects are linear 
throughout the quantiles, most are non-linear. When the coefficients of the quantile models are examined, it is seen 
that the effects of these variables do not increase or decrease linearly from low quantile to high. This is because 
the variables examined have different effects on low and high savings rates. Because the priority order and amount 
of income and expenditure items differ for families with different savings rates. When the order of priority or 
amount of these items changes, their impact on savings rates may decrease up to a threshold and then start to rise 
and vice versa. Therefore, there is a nonlinear change at the quantiles level. In this case, examining the savings 
rates at the level of quantiles rather than the average allows to obtain more detailed and realistic findings. It has 
been understood that expenditure items are generally more effective in extreme quantiles, that is, in low and high 
savings rates than the average.

High savings rates are critical for many economic variables. With the attainment of high savings rates, the capital 
stock and growth rates will increase in the Turkish economy. High savings will also allow the current account 
deficit to decrease. Therefore, policy recommendations are crucial to increase savings. The findings show that the 
most significant determinant for the high saving rate is income level. Although the Turkish economy achieves high 
growth rates from time to time, these periods are interrupted by domestic or foreign crises. For this reason, the 
most crucial policy proposal is to ensure long-term growth that is not interrupted by crises.

The negative impact of all expenditure items on savings shows the importance of inflation on savings rates. High 
inflation reduces the savings rates by pushing the expenditures forward and increasing the share of expenditure 
items in the budget. So the second policy recommendation is to have low and stable inflation.
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Abstract

Gold has been a precious resource for people on earth from the past to the present. It is used as both a value gain and jewelry, 
and is the focus of interest for people in terms of receiving attention and protecting its value. Especially recently, it has been 
the most favorite for investors due to its excess value increase and decrease which is constantly monitored. The study aimed 
to compare the predictive performance of the gold price return using the Support Vector Regression-GARCH hybrid models 
combined with the traditional volatility models. It has been examined whether the Support Vector Regression GARCH models 
would increase foresight performance. The study used data on the daily frequency between 01/01/2010–01/04/2023. Gener-
alized Autoregressive Conditional Variable Variance, Glosten-Jaganthan-Runkle GARCH, Exponential GARCH and hybrid 
model Support Vector Regression -GARCH are utilized as prediction methods. For all methods, the gold series is divided into 
two groups as training and test data. The Root Mean Square Error values are compared as a model performance criterion. The 
RMSE values and graphics outputs have been concluded that the Support Vector Regression-GARCH model based on predict-
ed linear, radial-based and polynomial kernel predicts more effectively than the GARCH models.
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1. INTRODUCTION

Since gold has been considered as an investment tool from the past to the present, it attracts the attention of indi-
viduals and institutions due to its exchangeability. Especially in recent times, the price value of gold has encour-
aged investors to follow gold more. Gold is constantly volatile likewise other financial instruments. This is due to 
the issues that occur within the country as well as in the globe. Therefore, it is important to model this volatility 
that financial markets have. This is because investors would like to make maximum profit from their investments. 
However, the high volatility of financial markets means that the risk is high. As a result of the high risk, investors 
want to have an insight into the financial assets they would invest in before making the actual investment.

The traditional methods (ARIMA, GARCH, etc.) are used to estimate volatility in their financial series. When the 
literature is examined, it is stated that recently machine learning algorithms are included in the predictions of the 
financial time series and making effective forecasts (Bildirici & Ersin 2012).

The econometric model commonly used for estimating volatility in financial markets is the ARCH model devel-
oped by Engle (1982). However, the ARCH model assumes that the impact of positive and negative news affecting 
the market on volatility is the same. Due to the diversity of the data and the differing problems, the ARCH model is 
developed by Bollerslev (1986) and is called the GARCH model. The ARCH and GARCH models assume that the 
variance effect of positive and negative shocks is the same. However, it seems that negative shocks representing 
bad news in the financial markets affect volatility more than positive shocks which represent good news. For this 
reason, the E-GARCH model, expressed as the exponential GARCH (E-GARCH), has been developed by Nelson 
(1991) to eliminate weaknesses ignored in the symmetrical models (Engle 1993: 75; Nelson 1991). One of the 
main shortcomings of the GARCH model is that this model does not consider the possible asymmetrical impact 
observed in the financial time series. Therefore, the GJR-GARCH model has been proposed by Glosten, Jagana-
than and Runkle (1993), which takes into account the asymmetrical impact. 

The study will estimate the GARCH, GJR-GARCH, E-GARCH and SVR-GARCH models and use the RMSE val-
ue determined as the model performance criterion. This study aims to examine whether the SVR-GARCH hybrid 
model is associated with higher performance compared to the GARCH, GJR-GARCH and E-GARCH models.

2. LITERATURE

When the literature is examined, Perez-Cruz et al. (2003) stated that the models predicted using SVR, in contrast 
to the GARCH models performed with the most probability estimation method applied to the time series in their 
studies, performed the best prediction.

Alberg et al. (2008) used GJR-GARCH, APARCH, E-GARCH models to estimate the return and conditional 
variance on the Tel Aviv Stock Exchange. The study utilized a variety of comparison criteria (i.e. MSE, MedSE, 
MAE and AMAPE and TIC) for comparison purposes and determined that the E-GARCH model with student-t 
distribution was the best predictor.

Ou and Wang (2010) used LS-SVM (Least Square Support Vector Machine), GARCH, E-GARCH, GJR-GARCH 
models to estimate the volatility of the ASEAN stock exchange. They stated that the LSSVM model provided more 
resistant and robust performance against volatility. 

Jena and Goyari (2010) investigated the existence of a high volatility regime between 2005 and 2009, using the 
MS-ARCH model for oil and gold prices traded in the Indian market. The study reported that the high volatility 
was observed during the global financial crisis and the crisis is passed to a lower volatility regime after the crisis.

Bildirici and Ersin (2012) estimated BIST-100 index using the GARCH, SVR-GARCH and MLP (artificial neural 
networks)-GARCH models. It was concluded that SVR-GARCH and MLP-GARCH were better than the GARCH 
model.
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Wang et al. (2013) compared error statistics for the model performance benchmark by performing Markov-switch-
ing (MSM), GARCH (1,1) and SVM-based Markov-switching (SVM-MSM) model forecasts for two different 
financial time series. The results showed that the best models were SVM-MSM, MSM and GARCH (1,1) respec-
tively.

Gürsoy and Balaban (2014), using the BIST-100 index, estimated GARCH, E-GARCH, GJR-GARCH and SVR-
GARCH models and stated that the best model was the SVR-GARCH model.

Karabacak et al. (2014) predicted volatility with the ARCH, GARCH, TARCH, E-GARCH and IGARCH models 
using the BIST-100 index return and gold return series in their study. TARCH stated that the best model for BIST 
100 index return was the GARCH model for the gold return series.

Birau et al. (2015) used Bombay Stock Exchange Bank Index (BANK) used ARCH and GARCH models for vol-
atility estimation. It was stated that the GARCH model predicted better than the ARCH model.

Katsiampa (2017) employed GARCH, EGARCH, TGARCH, APGARCH, C-GARCH, and AC-GARCH models 
for volatility modeling using Bitcoin data in his study. By comparing the AIC, SIC and HQ information criteria of 
the models, he determined that C-GARCH was the best model.

Cihangir and Uğurlu (2017) used GARCH, APARCH, TARCH and EGARCH estimation methods for the vol-
atility of the gold price between 2010 and 2016 for their work. The study reported that APARCH was the most 
appropriate model.

Peng et al. (2018) examined the volatility of three different cryptocurrencies they identified. They applied GARCH, 
EGARCH, GJR-GARCH and SVR-GARCH models to the daily and hourly frequency data. The study reports that 
the SVR-GARCH model performs better than other models.

When the literature is examined econometrically, it is seen that gold prices and GARCH models are included in 
many studies. In this study, the hybrid model created by using the traditional methods and integrating with SVR, 
the recently widespread machine learning prediction algorithm, is created. For the performance evaluation of the 
applied prediction models, it is aimed to select the best prediction model by comparing the Root Mean Square 
Error (RMSE) values.

3. METHODS OF RESEARCH 

Modeling and predicting volatility is very important in the financial markets. The high volatility states that the 
financial asset is risky. The correct estimate of the financial return volatility is crucial to assess investment risk.

Linear and nonlinear methods are used in time series. Linear models could be listed as ARIMA and GARCH. Sup-
port Vector Regressions and Artificial Neural Networks can be exemplified to nonlinear models. In this study, the 
hybrid GARCH model combined with SVR with the GARCH, GJR-GARCH, E-GARCH models will be estimated 
and the model with small error statistics will be determined.

The ARCH model is an autoregressive model developed by Engle (1982). ARCH is one of the most widely used 
models to model volatility in the market. It assumes that the variance value of the error terms is related to the pre-
vious period error values. It is possible to predict the variance of the series within a given time.

The ARCH model does not allow the conditional variance to change over time as a function of past errors which 
leaves the unconditional variance constant (Bolleslev 1986).
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The ARCH model formulas are showed in Equation 1:
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parameters 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0. The other constraint should be 0 ≤ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≤ 1 (Engel 1982). 
The GARCH model is developed by Bolleslev (1986) and Taylor (1986). The GARCH model 
estimates the conditional variance of the process variable based on its own delayed values. The 
error squares calculated in the mean equation gives information about volatility in past periods. 
When the literature is examined, it is seen that the GARCH model makes a more effective 
prediction than the ARCH model. The GARCH (1,1) model is the simplest but most powerful 
model of volatility (Engle 2001). 
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𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 < 1  

(Bolleslev 1986). 
The GJR-GARCH model is developed in 1993 by the Glosten, Jaganthan and Runkle. This 
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recommended to determine the leverage effect in time series. 
The GJR-GARCH model formula is showed in Equation 3: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 ∑ 𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗       

 2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                                                      (3) 

The 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 parameter in Equation 3 refers to unexpected news; 

𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 =    �1  if  𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1 < 0, bad news 
0 if 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1  ≥ 0, good news  , 

is expressed. 

and 

3. METHODS OF RESEARCH  

Modeling and predicting volatility is very important in the financial markets. The high volatility 
states that the financial asset is risky. The correct estimate of the financial return volatility is 
crucial to assess investment risk. 
Linear and nonlinear methods are used in time series. Linear models could be listed as ARIMA 
and GARCH. Support Vector Regressions and Artificial Neural Networks can be exemplified 
to nonlinear models. In this study, the hybrid GARCH model combined with SVR with the 
GARCH, GJR-GARCH, E-GARCH models will be estimated and the model with small error 
statistics will be determined. 
The ARCH model is an autoregressive model developed by Engle (1982). ARCH is one of the 
most widely used models to model volatility in the market. It assumes that the variance value 
of the error terms is related to the previous period error values. It is possible to predict the 
variance of the series within a given time. 
The ARCH model does not allow the conditional variance to change over time as a function of 
past errors which leaves the unconditional variance constant (Bolleslev 1986). 
The ARCH model formulas are showed in Equation 1: 

𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 = 𝜃𝜃𝜃𝜃0 + 𝜃𝜃𝜃𝜃1𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡𝑡1 + ⋯+ 𝜃𝜃𝜃𝜃𝑛𝑛𝑛𝑛𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛𝑡1 + 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡                                 𝜀𝜀𝜀𝜀|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1𝑁𝑁𝑁𝑁(0,𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2)      

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 =  𝛼𝛼𝛼𝛼0 + 𝛼𝛼𝛼𝛼1𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡12 + 𝛼𝛼𝛼𝛼2𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡22 + ⋯+ 𝛼𝛼𝛼𝛼𝑝𝑝𝑝𝑝𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝2 =  𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                             (1)    

 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 = 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 −  𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡𝑏𝑏𝑏𝑏                                               

ARCH model constraints exist; ℎ𝑡𝑡𝑡𝑡 and 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 must be positive. In other words, 𝛼𝛼𝛼𝛼0 > 0 other 
parameters 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0. The other constraint should be 0 ≤ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≤ 1 (Engel 1982). 
The GARCH model is developed by Bolleslev (1986) and Taylor (1986). The GARCH model 
estimates the conditional variance of the process variable based on its own delayed values. The 
error squares calculated in the mean equation gives information about volatility in past periods. 
When the literature is examined, it is seen that the GARCH model makes a more effective 
prediction than the ARCH model. The GARCH (1,1) model is the simplest but most powerful 
model of volatility (Engle 2001). 
The GARCH model formula is showed in Equation 2: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑞𝑞𝑞𝑞
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖        2𝑝𝑝𝑝𝑝

𝑖𝑖𝑖𝑖𝑖1                                                                                  (2) 

As a GARCH model constraint is, 𝛼𝛼𝛼𝛼0 > 0, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0 , 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 ≥ 0 and ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 < 1  

(Bolleslev 1986). 
The GJR-GARCH model is developed in 1993 by the Glosten, Jaganthan and Runkle. This 
model reacts to past negative and positive changes of the conditional variance. This model is 
recommended to determine the leverage effect in time series. 
The GJR-GARCH model formula is showed in Equation 3: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 ∑ 𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗       

 2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                                                      (3) 

The 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 parameter in Equation 3 refers to unexpected news; 

𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 =    �1  if  𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1 < 0, bad news 
0 if 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1  ≥ 0, good news  , 

is expressed. 

 must be positive. In other words, 

3. METHODS OF RESEARCH  

Modeling and predicting volatility is very important in the financial markets. The high volatility 
states that the financial asset is risky. The correct estimate of the financial return volatility is 
crucial to assess investment risk. 
Linear and nonlinear methods are used in time series. Linear models could be listed as ARIMA 
and GARCH. Support Vector Regressions and Artificial Neural Networks can be exemplified 
to nonlinear models. In this study, the hybrid GARCH model combined with SVR with the 
GARCH, GJR-GARCH, E-GARCH models will be estimated and the model with small error 
statistics will be determined. 
The ARCH model is an autoregressive model developed by Engle (1982). ARCH is one of the 
most widely used models to model volatility in the market. It assumes that the variance value 
of the error terms is related to the previous period error values. It is possible to predict the 
variance of the series within a given time. 
The ARCH model does not allow the conditional variance to change over time as a function of 
past errors which leaves the unconditional variance constant (Bolleslev 1986). 
The ARCH model formulas are showed in Equation 1: 

𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 = 𝜃𝜃𝜃𝜃0 + 𝜃𝜃𝜃𝜃1𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡𝑡1 + ⋯+ 𝜃𝜃𝜃𝜃𝑛𝑛𝑛𝑛𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛𝑡1 + 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡                                 𝜀𝜀𝜀𝜀|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1𝑁𝑁𝑁𝑁(0,𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2)      

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 =  𝛼𝛼𝛼𝛼0 + 𝛼𝛼𝛼𝛼1𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡12 + 𝛼𝛼𝛼𝛼2𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡22 + ⋯+ 𝛼𝛼𝛼𝛼𝑝𝑝𝑝𝑝𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝2 =  𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                             (1)    

 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 = 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 −  𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡𝑏𝑏𝑏𝑏                                               

ARCH model constraints exist; ℎ𝑡𝑡𝑡𝑡 and 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 must be positive. In other words, 𝛼𝛼𝛼𝛼0 > 0 other 
parameters 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0. The other constraint should be 0 ≤ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≤ 1 (Engel 1982). 
The GARCH model is developed by Bolleslev (1986) and Taylor (1986). The GARCH model 
estimates the conditional variance of the process variable based on its own delayed values. The 
error squares calculated in the mean equation gives information about volatility in past periods. 
When the literature is examined, it is seen that the GARCH model makes a more effective 
prediction than the ARCH model. The GARCH (1,1) model is the simplest but most powerful 
model of volatility (Engle 2001). 
The GARCH model formula is showed in Equation 2: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑞𝑞𝑞𝑞
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖        2𝑝𝑝𝑝𝑝

𝑖𝑖𝑖𝑖𝑖1                                                                                  (2) 

As a GARCH model constraint is, 𝛼𝛼𝛼𝛼0 > 0, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0 , 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 ≥ 0 and ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 < 1  

(Bolleslev 1986). 
The GJR-GARCH model is developed in 1993 by the Glosten, Jaganthan and Runkle. This 
model reacts to past negative and positive changes of the conditional variance. This model is 
recommended to determine the leverage effect in time series. 
The GJR-GARCH model formula is showed in Equation 3: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 ∑ 𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗       

 2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                                                      (3) 

The 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 parameter in Equation 3 refers to unexpected news; 

𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 =    �1  if  𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1 < 0, bad news 
0 if 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1  ≥ 0, good news  , 

is expressed. 

 other parameters 

3. METHODS OF RESEARCH  

Modeling and predicting volatility is very important in the financial markets. The high volatility 
states that the financial asset is risky. The correct estimate of the financial return volatility is 
crucial to assess investment risk. 
Linear and nonlinear methods are used in time series. Linear models could be listed as ARIMA 
and GARCH. Support Vector Regressions and Artificial Neural Networks can be exemplified 
to nonlinear models. In this study, the hybrid GARCH model combined with SVR with the 
GARCH, GJR-GARCH, E-GARCH models will be estimated and the model with small error 
statistics will be determined. 
The ARCH model is an autoregressive model developed by Engle (1982). ARCH is one of the 
most widely used models to model volatility in the market. It assumes that the variance value 
of the error terms is related to the previous period error values. It is possible to predict the 
variance of the series within a given time. 
The ARCH model does not allow the conditional variance to change over time as a function of 
past errors which leaves the unconditional variance constant (Bolleslev 1986). 
The ARCH model formulas are showed in Equation 1: 

𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 = 𝜃𝜃𝜃𝜃0 + 𝜃𝜃𝜃𝜃1𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡𝑡1 + ⋯+ 𝜃𝜃𝜃𝜃𝑛𝑛𝑛𝑛𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛𝑡1 + 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡                                 𝜀𝜀𝜀𝜀|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1𝑁𝑁𝑁𝑁(0,𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2)      

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 =  𝛼𝛼𝛼𝛼0 + 𝛼𝛼𝛼𝛼1𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡12 + 𝛼𝛼𝛼𝛼2𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡22 + ⋯+ 𝛼𝛼𝛼𝛼𝑝𝑝𝑝𝑝𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝2 =  𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                             (1)    

 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 = 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 −  𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡𝑏𝑏𝑏𝑏                                               

ARCH model constraints exist; ℎ𝑡𝑡𝑡𝑡 and 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 must be positive. In other words, 𝛼𝛼𝛼𝛼0 > 0 other 
parameters 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0. The other constraint should be 0 ≤ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≤ 1 (Engel 1982). 
The GARCH model is developed by Bolleslev (1986) and Taylor (1986). The GARCH model 
estimates the conditional variance of the process variable based on its own delayed values. The 
error squares calculated in the mean equation gives information about volatility in past periods. 
When the literature is examined, it is seen that the GARCH model makes a more effective 
prediction than the ARCH model. The GARCH (1,1) model is the simplest but most powerful 
model of volatility (Engle 2001). 
The GARCH model formula is showed in Equation 2: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑞𝑞𝑞𝑞
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖        2𝑝𝑝𝑝𝑝

𝑖𝑖𝑖𝑖𝑖1                                                                                  (2) 

As a GARCH model constraint is, 𝛼𝛼𝛼𝛼0 > 0, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0 , 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 ≥ 0 and ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 < 1  

(Bolleslev 1986). 
The GJR-GARCH model is developed in 1993 by the Glosten, Jaganthan and Runkle. This 
model reacts to past negative and positive changes of the conditional variance. This model is 
recommended to determine the leverage effect in time series. 
The GJR-GARCH model formula is showed in Equation 3: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 ∑ 𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗       

 2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                                                      (3) 

The 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 parameter in Equation 3 refers to unexpected news; 

𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 =    �1  if  𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1 < 0, bad news 
0 if 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1  ≥ 0, good news  , 

is expressed. 

 
The other constraint should be 

3. METHODS OF RESEARCH  

Modeling and predicting volatility is very important in the financial markets. The high volatility 
states that the financial asset is risky. The correct estimate of the financial return volatility is 
crucial to assess investment risk. 
Linear and nonlinear methods are used in time series. Linear models could be listed as ARIMA 
and GARCH. Support Vector Regressions and Artificial Neural Networks can be exemplified 
to nonlinear models. In this study, the hybrid GARCH model combined with SVR with the 
GARCH, GJR-GARCH, E-GARCH models will be estimated and the model with small error 
statistics will be determined. 
The ARCH model is an autoregressive model developed by Engle (1982). ARCH is one of the 
most widely used models to model volatility in the market. It assumes that the variance value 
of the error terms is related to the previous period error values. It is possible to predict the 
variance of the series within a given time. 
The ARCH model does not allow the conditional variance to change over time as a function of 
past errors which leaves the unconditional variance constant (Bolleslev 1986). 
The ARCH model formulas are showed in Equation 1: 

𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 = 𝜃𝜃𝜃𝜃0 + 𝜃𝜃𝜃𝜃1𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡𝑡1 + ⋯+ 𝜃𝜃𝜃𝜃𝑛𝑛𝑛𝑛𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛𝑡1 + 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡                                 𝜀𝜀𝜀𝜀|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1𝑁𝑁𝑁𝑁(0,𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2)      

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 =  𝛼𝛼𝛼𝛼0 + 𝛼𝛼𝛼𝛼1𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡12 + 𝛼𝛼𝛼𝛼2𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡22 + ⋯+ 𝛼𝛼𝛼𝛼𝑝𝑝𝑝𝑝𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝2 =  𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                             (1)    

 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 = 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 −  𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡𝑏𝑏𝑏𝑏                                               

ARCH model constraints exist; ℎ𝑡𝑡𝑡𝑡 and 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 must be positive. In other words, 𝛼𝛼𝛼𝛼0 > 0 other 
parameters 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0. The other constraint should be 0 ≤ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≤ 1 (Engel 1982). 
The GARCH model is developed by Bolleslev (1986) and Taylor (1986). The GARCH model 
estimates the conditional variance of the process variable based on its own delayed values. The 
error squares calculated in the mean equation gives information about volatility in past periods. 
When the literature is examined, it is seen that the GARCH model makes a more effective 
prediction than the ARCH model. The GARCH (1,1) model is the simplest but most powerful 
model of volatility (Engle 2001). 
The GARCH model formula is showed in Equation 2: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑞𝑞𝑞𝑞
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖        2𝑝𝑝𝑝𝑝

𝑖𝑖𝑖𝑖𝑖1                                                                                  (2) 

As a GARCH model constraint is, 𝛼𝛼𝛼𝛼0 > 0, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0 , 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 ≥ 0 and ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 < 1  

(Bolleslev 1986). 
The GJR-GARCH model is developed in 1993 by the Glosten, Jaganthan and Runkle. This 
model reacts to past negative and positive changes of the conditional variance. This model is 
recommended to determine the leverage effect in time series. 
The GJR-GARCH model formula is showed in Equation 3: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 ∑ 𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗       

 2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                                                      (3) 

The 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 parameter in Equation 3 refers to unexpected news; 

𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 =    �1  if  𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1 < 0, bad news 
0 if 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1  ≥ 0, good news  , 

is expressed. 

 (Engel 1982).

The GARCH model is developed by Bolleslev (1986) and Taylor (1986). The GARCH model estimates the condi-
tional variance of the process variable based on its own delayed values. The error squares calculated in the mean 
equation gives information about volatility in past periods. When the literature is examined, it is seen that the 
GARCH model makes a more effective prediction than the ARCH model. The GARCH (1,1) model is the simplest 
but most powerful model of volatility (Engle 2001).

The GARCH model formula is showed in Equation 2:

3. METHODS OF RESEARCH  

Modeling and predicting volatility is very important in the financial markets. The high volatility 
states that the financial asset is risky. The correct estimate of the financial return volatility is 
crucial to assess investment risk. 
Linear and nonlinear methods are used in time series. Linear models could be listed as ARIMA 
and GARCH. Support Vector Regressions and Artificial Neural Networks can be exemplified 
to nonlinear models. In this study, the hybrid GARCH model combined with SVR with the 
GARCH, GJR-GARCH, E-GARCH models will be estimated and the model with small error 
statistics will be determined. 
The ARCH model is an autoregressive model developed by Engle (1982). ARCH is one of the 
most widely used models to model volatility in the market. It assumes that the variance value 
of the error terms is related to the previous period error values. It is possible to predict the 
variance of the series within a given time. 
The ARCH model does not allow the conditional variance to change over time as a function of 
past errors which leaves the unconditional variance constant (Bolleslev 1986). 
The ARCH model formulas are showed in Equation 1: 

𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 = 𝜃𝜃𝜃𝜃0 + 𝜃𝜃𝜃𝜃1𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡𝑡1 + ⋯+ 𝜃𝜃𝜃𝜃𝑛𝑛𝑛𝑛𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛𝑡1 + 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡                                 𝜀𝜀𝜀𝜀|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1𝑁𝑁𝑁𝑁(0,𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2)      

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 =  𝛼𝛼𝛼𝛼0 + 𝛼𝛼𝛼𝛼1𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡12 + 𝛼𝛼𝛼𝛼2𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡22 + ⋯+ 𝛼𝛼𝛼𝛼𝑝𝑝𝑝𝑝𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝2 =  𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                             (1)    

 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 = 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 −  𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡𝑏𝑏𝑏𝑏                                               

ARCH model constraints exist; ℎ𝑡𝑡𝑡𝑡 and 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 must be positive. In other words, 𝛼𝛼𝛼𝛼0 > 0 other 
parameters 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0. The other constraint should be 0 ≤ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≤ 1 (Engel 1982). 
The GARCH model is developed by Bolleslev (1986) and Taylor (1986). The GARCH model 
estimates the conditional variance of the process variable based on its own delayed values. The 
error squares calculated in the mean equation gives information about volatility in past periods. 
When the literature is examined, it is seen that the GARCH model makes a more effective 
prediction than the ARCH model. The GARCH (1,1) model is the simplest but most powerful 
model of volatility (Engle 2001). 
The GARCH model formula is showed in Equation 2: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑞𝑞𝑞𝑞
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖        2𝑝𝑝𝑝𝑝

𝑖𝑖𝑖𝑖𝑖1                                                                                  (2) 

As a GARCH model constraint is, 𝛼𝛼𝛼𝛼0 > 0, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0 , 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 ≥ 0 and ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 < 1  

(Bolleslev 1986). 
The GJR-GARCH model is developed in 1993 by the Glosten, Jaganthan and Runkle. This 
model reacts to past negative and positive changes of the conditional variance. This model is 
recommended to determine the leverage effect in time series. 
The GJR-GARCH model formula is showed in Equation 3: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 ∑ 𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗       

 2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                                                      (3) 

The 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 parameter in Equation 3 refers to unexpected news; 

𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 =    �1  if  𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1 < 0, bad news 
0 if 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1  ≥ 0, good news  , 

is expressed. 

    (2)

As a GARCH model constraint is, 

3. METHODS OF RESEARCH  

Modeling and predicting volatility is very important in the financial markets. The high volatility 
states that the financial asset is risky. The correct estimate of the financial return volatility is 
crucial to assess investment risk. 
Linear and nonlinear methods are used in time series. Linear models could be listed as ARIMA 
and GARCH. Support Vector Regressions and Artificial Neural Networks can be exemplified 
to nonlinear models. In this study, the hybrid GARCH model combined with SVR with the 
GARCH, GJR-GARCH, E-GARCH models will be estimated and the model with small error 
statistics will be determined. 
The ARCH model is an autoregressive model developed by Engle (1982). ARCH is one of the 
most widely used models to model volatility in the market. It assumes that the variance value 
of the error terms is related to the previous period error values. It is possible to predict the 
variance of the series within a given time. 
The ARCH model does not allow the conditional variance to change over time as a function of 
past errors which leaves the unconditional variance constant (Bolleslev 1986). 
The ARCH model formulas are showed in Equation 1: 

𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 = 𝜃𝜃𝜃𝜃0 + 𝜃𝜃𝜃𝜃1𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡𝑡1 + ⋯+ 𝜃𝜃𝜃𝜃𝑛𝑛𝑛𝑛𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛𝑡1 + 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡                                 𝜀𝜀𝜀𝜀|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1𝑁𝑁𝑁𝑁(0,𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2)      

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 =  𝛼𝛼𝛼𝛼0 + 𝛼𝛼𝛼𝛼1𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡12 + 𝛼𝛼𝛼𝛼2𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡22 + ⋯+ 𝛼𝛼𝛼𝛼𝑝𝑝𝑝𝑝𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝2 =  𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                             (1)    

 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 = 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 −  𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡𝑏𝑏𝑏𝑏                                               

ARCH model constraints exist; ℎ𝑡𝑡𝑡𝑡 and 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 must be positive. In other words, 𝛼𝛼𝛼𝛼0 > 0 other 
parameters 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0. The other constraint should be 0 ≤ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≤ 1 (Engel 1982). 
The GARCH model is developed by Bolleslev (1986) and Taylor (1986). The GARCH model 
estimates the conditional variance of the process variable based on its own delayed values. The 
error squares calculated in the mean equation gives information about volatility in past periods. 
When the literature is examined, it is seen that the GARCH model makes a more effective 
prediction than the ARCH model. The GARCH (1,1) model is the simplest but most powerful 
model of volatility (Engle 2001). 
The GARCH model formula is showed in Equation 2: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑞𝑞𝑞𝑞
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖        2𝑝𝑝𝑝𝑝

𝑖𝑖𝑖𝑖𝑖1                                                                                  (2) 

As a GARCH model constraint is, 𝛼𝛼𝛼𝛼0 > 0, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0 , 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 ≥ 0 and ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 < 1  

(Bolleslev 1986). 
The GJR-GARCH model is developed in 1993 by the Glosten, Jaganthan and Runkle. This 
model reacts to past negative and positive changes of the conditional variance. This model is 
recommended to determine the leverage effect in time series. 
The GJR-GARCH model formula is showed in Equation 3: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 ∑ 𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗       

 2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                                                      (3) 

The 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 parameter in Equation 3 refers to unexpected news; 

𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 =    �1  if  𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1 < 0, bad news 
0 if 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1  ≥ 0, good news  , 

is expressed. 

 and 

3. METHODS OF RESEARCH  

Modeling and predicting volatility is very important in the financial markets. The high volatility 
states that the financial asset is risky. The correct estimate of the financial return volatility is 
crucial to assess investment risk. 
Linear and nonlinear methods are used in time series. Linear models could be listed as ARIMA 
and GARCH. Support Vector Regressions and Artificial Neural Networks can be exemplified 
to nonlinear models. In this study, the hybrid GARCH model combined with SVR with the 
GARCH, GJR-GARCH, E-GARCH models will be estimated and the model with small error 
statistics will be determined. 
The ARCH model is an autoregressive model developed by Engle (1982). ARCH is one of the 
most widely used models to model volatility in the market. It assumes that the variance value 
of the error terms is related to the previous period error values. It is possible to predict the 
variance of the series within a given time. 
The ARCH model does not allow the conditional variance to change over time as a function of 
past errors which leaves the unconditional variance constant (Bolleslev 1986). 
The ARCH model formulas are showed in Equation 1: 

𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 = 𝜃𝜃𝜃𝜃0 + 𝜃𝜃𝜃𝜃1𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡𝑡1 + ⋯+ 𝜃𝜃𝜃𝜃𝑛𝑛𝑛𝑛𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛𝑡1 + 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡                                 𝜀𝜀𝜀𝜀|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1𝑁𝑁𝑁𝑁(0,𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2)      

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 =  𝛼𝛼𝛼𝛼0 + 𝛼𝛼𝛼𝛼1𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡12 + 𝛼𝛼𝛼𝛼2𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡22 + ⋯+ 𝛼𝛼𝛼𝛼𝑝𝑝𝑝𝑝𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝2 =  𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                             (1)    

 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 = 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 −  𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡𝑏𝑏𝑏𝑏                                               

ARCH model constraints exist; ℎ𝑡𝑡𝑡𝑡 and 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 must be positive. In other words, 𝛼𝛼𝛼𝛼0 > 0 other 
parameters 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0. The other constraint should be 0 ≤ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≤ 1 (Engel 1982). 
The GARCH model is developed by Bolleslev (1986) and Taylor (1986). The GARCH model 
estimates the conditional variance of the process variable based on its own delayed values. The 
error squares calculated in the mean equation gives information about volatility in past periods. 
When the literature is examined, it is seen that the GARCH model makes a more effective 
prediction than the ARCH model. The GARCH (1,1) model is the simplest but most powerful 
model of volatility (Engle 2001). 
The GARCH model formula is showed in Equation 2: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑞𝑞𝑞𝑞
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖        2𝑝𝑝𝑝𝑝

𝑖𝑖𝑖𝑖𝑖1                                                                                  (2) 

As a GARCH model constraint is, 𝛼𝛼𝛼𝛼0 > 0, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0 , 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 ≥ 0 and ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 < 1  

(Bolleslev 1986). 
The GJR-GARCH model is developed in 1993 by the Glosten, Jaganthan and Runkle. This 
model reacts to past negative and positive changes of the conditional variance. This model is 
recommended to determine the leverage effect in time series. 
The GJR-GARCH model formula is showed in Equation 3: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 ∑ 𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗       

 2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                                                      (3) 

The 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 parameter in Equation 3 refers to unexpected news; 

𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 =    �1  if  𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1 < 0, bad news 
0 if 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1  ≥ 0, good news  , 

is expressed. 

 (Bolleslev 1986).

The GJR-GARCH model is developed in 1993 by the Glosten, Jaganthan and Runkle. This model reacts to past 
negative and positive changes of the conditional variance. This model is recommended to determine the leverage 
effect in time series.

The GJR-GARCH model formula is showed in Equation 3:

3. METHODS OF RESEARCH  

Modeling and predicting volatility is very important in the financial markets. The high volatility 
states that the financial asset is risky. The correct estimate of the financial return volatility is 
crucial to assess investment risk. 
Linear and nonlinear methods are used in time series. Linear models could be listed as ARIMA 
and GARCH. Support Vector Regressions and Artificial Neural Networks can be exemplified 
to nonlinear models. In this study, the hybrid GARCH model combined with SVR with the 
GARCH, GJR-GARCH, E-GARCH models will be estimated and the model with small error 
statistics will be determined. 
The ARCH model is an autoregressive model developed by Engle (1982). ARCH is one of the 
most widely used models to model volatility in the market. It assumes that the variance value 
of the error terms is related to the previous period error values. It is possible to predict the 
variance of the series within a given time. 
The ARCH model does not allow the conditional variance to change over time as a function of 
past errors which leaves the unconditional variance constant (Bolleslev 1986). 
The ARCH model formulas are showed in Equation 1: 

𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 = 𝜃𝜃𝜃𝜃0 + 𝜃𝜃𝜃𝜃1𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡𝑡1 + ⋯+ 𝜃𝜃𝜃𝜃𝑛𝑛𝑛𝑛𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛𝑡1 + 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡                                 𝜀𝜀𝜀𝜀|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1𝑁𝑁𝑁𝑁(0,𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2)      

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 =  𝛼𝛼𝛼𝛼0 + 𝛼𝛼𝛼𝛼1𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡12 + 𝛼𝛼𝛼𝛼2𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡22 + ⋯+ 𝛼𝛼𝛼𝛼𝑝𝑝𝑝𝑝𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝2 =  𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                             (1)    

 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 = 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 −  𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡𝑏𝑏𝑏𝑏                                               

ARCH model constraints exist; ℎ𝑡𝑡𝑡𝑡 and 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 must be positive. In other words, 𝛼𝛼𝛼𝛼0 > 0 other 
parameters 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0. The other constraint should be 0 ≤ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≤ 1 (Engel 1982). 
The GARCH model is developed by Bolleslev (1986) and Taylor (1986). The GARCH model 
estimates the conditional variance of the process variable based on its own delayed values. The 
error squares calculated in the mean equation gives information about volatility in past periods. 
When the literature is examined, it is seen that the GARCH model makes a more effective 
prediction than the ARCH model. The GARCH (1,1) model is the simplest but most powerful 
model of volatility (Engle 2001). 
The GARCH model formula is showed in Equation 2: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑞𝑞𝑞𝑞
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖        2𝑝𝑝𝑝𝑝

𝑖𝑖𝑖𝑖𝑖1                                                                                  (2) 

As a GARCH model constraint is, 𝛼𝛼𝛼𝛼0 > 0, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0 , 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 ≥ 0 and ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 < 1  

(Bolleslev 1986). 
The GJR-GARCH model is developed in 1993 by the Glosten, Jaganthan and Runkle. This 
model reacts to past negative and positive changes of the conditional variance. This model is 
recommended to determine the leverage effect in time series. 
The GJR-GARCH model formula is showed in Equation 3: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 ∑ 𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗       

 2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                                                      (3) 

The 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 parameter in Equation 3 refers to unexpected news; 

𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 =    �1  if  𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1 < 0, bad news 
0 if 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1  ≥ 0, good news  , 

is expressed. 

                                      (3)

The  

3. METHODS OF RESEARCH  

Modeling and predicting volatility is very important in the financial markets. The high volatility 
states that the financial asset is risky. The correct estimate of the financial return volatility is 
crucial to assess investment risk. 
Linear and nonlinear methods are used in time series. Linear models could be listed as ARIMA 
and GARCH. Support Vector Regressions and Artificial Neural Networks can be exemplified 
to nonlinear models. In this study, the hybrid GARCH model combined with SVR with the 
GARCH, GJR-GARCH, E-GARCH models will be estimated and the model with small error 
statistics will be determined. 
The ARCH model is an autoregressive model developed by Engle (1982). ARCH is one of the 
most widely used models to model volatility in the market. It assumes that the variance value 
of the error terms is related to the previous period error values. It is possible to predict the 
variance of the series within a given time. 
The ARCH model does not allow the conditional variance to change over time as a function of 
past errors which leaves the unconditional variance constant (Bolleslev 1986). 
The ARCH model formulas are showed in Equation 1: 

𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 = 𝜃𝜃𝜃𝜃0 + 𝜃𝜃𝜃𝜃1𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡𝑡1 + ⋯+ 𝜃𝜃𝜃𝜃𝑛𝑛𝑛𝑛𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛𝑡1 + 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡                                 𝜀𝜀𝜀𝜀|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1𝑁𝑁𝑁𝑁(0,𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2)      

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 =  𝛼𝛼𝛼𝛼0 + 𝛼𝛼𝛼𝛼1𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡12 + 𝛼𝛼𝛼𝛼2𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡22 + ⋯+ 𝛼𝛼𝛼𝛼𝑝𝑝𝑝𝑝𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝2 =  𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                             (1)    

 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 = 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 −  𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡𝑏𝑏𝑏𝑏                                               

ARCH model constraints exist; ℎ𝑡𝑡𝑡𝑡 and 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 must be positive. In other words, 𝛼𝛼𝛼𝛼0 > 0 other 
parameters 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0. The other constraint should be 0 ≤ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≤ 1 (Engel 1982). 
The GARCH model is developed by Bolleslev (1986) and Taylor (1986). The GARCH model 
estimates the conditional variance of the process variable based on its own delayed values. The 
error squares calculated in the mean equation gives information about volatility in past periods. 
When the literature is examined, it is seen that the GARCH model makes a more effective 
prediction than the ARCH model. The GARCH (1,1) model is the simplest but most powerful 
model of volatility (Engle 2001). 
The GARCH model formula is showed in Equation 2: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑞𝑞𝑞𝑞
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖        2𝑝𝑝𝑝𝑝

𝑖𝑖𝑖𝑖𝑖1                                                                                  (2) 

As a GARCH model constraint is, 𝛼𝛼𝛼𝛼0 > 0, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0 , 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 ≥ 0 and ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 < 1  

(Bolleslev 1986). 
The GJR-GARCH model is developed in 1993 by the Glosten, Jaganthan and Runkle. This 
model reacts to past negative and positive changes of the conditional variance. This model is 
recommended to determine the leverage effect in time series. 
The GJR-GARCH model formula is showed in Equation 3: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 ∑ 𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗       

 2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                                                      (3) 

The 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 parameter in Equation 3 refers to unexpected news; 

𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 =    �1  if  𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1 < 0, bad news 
0 if 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1  ≥ 0, good news  , 

is expressed. 

 parameter in Equation 3 refers to unexpected news;

3. METHODS OF RESEARCH  

Modeling and predicting volatility is very important in the financial markets. The high volatility 
states that the financial asset is risky. The correct estimate of the financial return volatility is 
crucial to assess investment risk. 
Linear and nonlinear methods are used in time series. Linear models could be listed as ARIMA 
and GARCH. Support Vector Regressions and Artificial Neural Networks can be exemplified 
to nonlinear models. In this study, the hybrid GARCH model combined with SVR with the 
GARCH, GJR-GARCH, E-GARCH models will be estimated and the model with small error 
statistics will be determined. 
The ARCH model is an autoregressive model developed by Engle (1982). ARCH is one of the 
most widely used models to model volatility in the market. It assumes that the variance value 
of the error terms is related to the previous period error values. It is possible to predict the 
variance of the series within a given time. 
The ARCH model does not allow the conditional variance to change over time as a function of 
past errors which leaves the unconditional variance constant (Bolleslev 1986). 
The ARCH model formulas are showed in Equation 1: 

𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 = 𝜃𝜃𝜃𝜃0 + 𝜃𝜃𝜃𝜃1𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡𝑡1 + ⋯+ 𝜃𝜃𝜃𝜃𝑛𝑛𝑛𝑛𝑦𝑦𝑦𝑦𝑛𝑛𝑛𝑛𝑡1 + 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡                                 𝜀𝜀𝜀𝜀|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1𝑁𝑁𝑁𝑁(0,𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2)      

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 =  𝛼𝛼𝛼𝛼0 + 𝛼𝛼𝛼𝛼1𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡12 + 𝛼𝛼𝛼𝛼2𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡22 + ⋯+ 𝛼𝛼𝛼𝛼𝑝𝑝𝑝𝑝𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝2 =  𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
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 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 = 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 −  𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡𝑏𝑏𝑏𝑏                                               

ARCH model constraints exist; ℎ𝑡𝑡𝑡𝑡 and 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡 must be positive. In other words, 𝛼𝛼𝛼𝛼0 > 0 other 
parameters 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0. The other constraint should be 0 ≤ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≤ 1 (Engel 1982). 
The GARCH model is developed by Bolleslev (1986) and Taylor (1986). The GARCH model 
estimates the conditional variance of the process variable based on its own delayed values. The 
error squares calculated in the mean equation gives information about volatility in past periods. 
When the literature is examined, it is seen that the GARCH model makes a more effective 
prediction than the ARCH model. The GARCH (1,1) model is the simplest but most powerful 
model of volatility (Engle 2001). 
The GARCH model formula is showed in Equation 2: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑞𝑞𝑞𝑞
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖        2𝑝𝑝𝑝𝑝

𝑖𝑖𝑖𝑖𝑖1                                                                                  (2) 

As a GARCH model constraint is, 𝛼𝛼𝛼𝛼0 > 0, 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 ≥ 0 , 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 ≥ 0 and ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 < 1  

(Bolleslev 1986). 
The GJR-GARCH model is developed in 1993 by the Glosten, Jaganthan and Runkle. This 
model reacts to past negative and positive changes of the conditional variance. This model is 
recommended to determine the leverage effect in time series. 
The GJR-GARCH model formula is showed in Equation 3: 

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2 = 𝛼𝛼𝛼𝛼0 + ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1 +  𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖2 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 ∑ 𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗       

 2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑖1                                                                      (3) 

The 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 parameter in Equation 3 refers to unexpected news; 

𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡𝑡1 =    �1  if  𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1 < 0, bad news 
0 if 𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡1  ≥ 0, good news  , 

is expressed. is expressed.

γ ≠ 0 states that it has an asymmetric effect. The case where γ > 0 indicates that the leverage effect is present. 
Leverage means bad news is more effective than good news (Engle & Sokalska 2012).

The constraints of the GJR-GARCH model are 

 
γ ≠ 0 states that it has an asymmetric effect. The case where γ > 0 indicates that the leverage 
effect is present. Leverage means bad news is more effective than good news (Engle & Sokalska 
2012). 

The constraints of the GJR-GARCH model are 𝛼𝛼𝛼𝛼0 > 0,  𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 > 0,𝛽𝛽𝛽𝛽 𝛽 0, 𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖 < 0 and 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 + 𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖 𝛽
0 (Wang and Wu 2012). 

The E-GARCH model is proposed by Nelson (1991), who added the leverage effect to the 
model to enable the asymmetric effect to be seen. The E-GARCH formula is showed in 
Equation 4: 

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡2) = 𝛼𝛼𝛼𝛼0 + ∑ 𝛽𝛽𝛽𝛽𝑗𝑗𝑗𝑗 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙�𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗2 �𝑞𝑞𝑞𝑞
𝑗𝑗𝑗𝑗𝑗𝑗 +  ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖𝑗𝑗 �𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
� + ∑ 𝛾𝛾𝛾𝛾𝑘𝑘𝑘𝑘 

𝑟𝑟𝑟𝑟
𝑘𝑘𝑘𝑘𝑗𝑗

𝜀𝜀𝜀𝜀𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

                                          (4) 

The E-GARCH model responds asymmetrically to shock. Conditional variance is never 
negative due to logarithmic transformation in the model, it is always positive. The presence of 
𝛾𝛾𝛾𝛾𝑘𝑘𝑘𝑘 < 0 in the model shows that the leverage effect exists (Çağlayan & Dayioğlu 2009). The 
advantage of the E-GARCH model allows unrestricted estimation of variance (Thomas & 
Mitchell 2005: 16). 
SVR-GARCH is a powerful predictive method for predicting volatility and model risk. This is 
because the ℎ𝑡𝑡𝑡𝑡 output from the GARCH model is used as input in the SVR. The kernel 
determined in SVR provides effectiveness according to the structure of the data. 

Instead of replacing the maximum likelihood method with SVR to predict GARCH parameters, 
it is recommended to combine the SVR and GARCH models to predict volatility. First, the 
GARCH model is used to obtain ℎ𝑡𝑡𝑡𝑡. Then, 𝑍𝑍𝑍𝑍𝑡𝑡𝑡𝑡 = 𝑓𝑓𝑓𝑓(𝑍𝑍𝑍𝑍𝑡𝑡𝑡𝑡𝑡𝑗,ℎ𝑡𝑡𝑡𝑡𝑡𝑗′ , 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡𝑡𝑗2 , ℎ𝑡𝑡𝑡𝑡𝑡𝑗), the nonlinear 
estimation is performed using the considering SVR model. In the equation is 𝑍𝑍𝑍𝑍𝑡𝑡𝑡𝑡 = ℎ𝑡𝑡𝑡𝑡′ − ℎ𝑡𝑡𝑡𝑡. The 
linear GARCH model and the non-linear SVR model are combined to obtain estimates (Sun & 
Yu 2020). 

In the SVR-GARCH model used to estimate volatility, the input vector is 𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡 = [𝑎𝑎𝑎𝑎2, ht−1], and 
the output variable is ht. The SVR-GARCH structure is located below: 

𝑟𝑟𝑟𝑟𝑡𝑡𝑡𝑡 = f (𝑟𝑟𝑟𝑟𝑡𝑡𝑡𝑡−1) + 𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡                                                                                                                          (5) 

Where 𝑓𝑓𝑓𝑓 is the decision function predicted by SVR for the mean equation. After the squared 
residues from the conditional mean estimate of SVR-GARCH, estimate the conditional 
variance equation given below: 

ℎ𝑡𝑡𝑡𝑡� = 𝑙𝑙𝑙𝑙(ℎ�𝑡𝑡𝑡𝑡𝑡𝑗, 𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑗2 )                                                                                                                                (6) 

In Equation 6, 𝑙𝑙𝑙𝑙 is the decision function predicted by SVR. 𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡2 refers to residual square and ℎ� 
is the volatility. (Bezerra & Albuquerque 2017). 

In the mean equation, we will use 3 different kernels. The kernel functions are included in Table 
1. 

 

 and  (Wang 
and Wu 2012).

The E-GARCH model is proposed by Nelson (1991), who added the leverage effect to the model to enable the 
asymmetric effect to be seen. The E-GARCH formula is showed in Equation 4:

 
γ ≠ 0 states that it has an asymmetric effect. The case where γ > 0 indicates that the leverage 
effect is present. Leverage means bad news is more effective than good news (Engle & Sokalska 
2012). 

The constraints of the GJR-GARCH model are 𝛼𝛼𝛼𝛼0 > 0,  𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 > 0,𝛽𝛽𝛽𝛽 𝛽 0, 𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖 < 0 and 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 + 𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖 𝛽
0 (Wang and Wu 2012). 

The E-GARCH model is proposed by Nelson (1991), who added the leverage effect to the 
model to enable the asymmetric effect to be seen. The E-GARCH formula is showed in 
Equation 4: 
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The E-GARCH model responds asymmetrically to shock. Conditional variance is never 
negative due to logarithmic transformation in the model, it is always positive. The presence of 
𝛾𝛾𝛾𝛾𝑘𝑘𝑘𝑘 < 0 in the model shows that the leverage effect exists (Çağlayan & Dayioğlu 2009). The 
advantage of the E-GARCH model allows unrestricted estimation of variance (Thomas & 
Mitchell 2005: 16). 
SVR-GARCH is a powerful predictive method for predicting volatility and model risk. This is 
because the ℎ𝑡𝑡𝑡𝑡 output from the GARCH model is used as input in the SVR. The kernel 
determined in SVR provides effectiveness according to the structure of the data. 

Instead of replacing the maximum likelihood method with SVR to predict GARCH parameters, 
it is recommended to combine the SVR and GARCH models to predict volatility. First, the 
GARCH model is used to obtain ℎ𝑡𝑡𝑡𝑡. Then, 𝑍𝑍𝑍𝑍𝑡𝑡𝑡𝑡 = 𝑓𝑓𝑓𝑓(𝑍𝑍𝑍𝑍𝑡𝑡𝑡𝑡𝑡𝑗,ℎ𝑡𝑡𝑡𝑡𝑡𝑗′ , 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡𝑡𝑗2 , ℎ𝑡𝑡𝑡𝑡𝑡𝑗), the nonlinear 
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linear GARCH model and the non-linear SVR model are combined to obtain estimates (Sun & 
Yu 2020). 

In the SVR-GARCH model used to estimate volatility, the input vector is 𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡 = [𝑎𝑎𝑎𝑎2, ht−1], and 
the output variable is ht. The SVR-GARCH structure is located below: 
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Where 𝑓𝑓𝑓𝑓 is the decision function predicted by SVR for the mean equation. After the squared 
residues from the conditional mean estimate of SVR-GARCH, estimate the conditional 
variance equation given below: 
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In the mean equation, we will use 3 different kernels. The kernel functions are included in Table 
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𝛾𝛾𝛾𝛾𝑘𝑘𝑘𝑘 < 0 in the model shows that the leverage effect exists (Çağlayan & Dayioğlu 2009). The 
advantage of the E-GARCH model allows unrestricted estimation of variance (Thomas & 
Mitchell 2005: 16). 
SVR-GARCH is a powerful predictive method for predicting volatility and model risk. This is 
because the ℎ𝑡𝑡𝑡𝑡 output from the GARCH model is used as input in the SVR. The kernel 
determined in SVR provides effectiveness according to the structure of the data. 

Instead of replacing the maximum likelihood method with SVR to predict GARCH parameters, 
it is recommended to combine the SVR and GARCH models to predict volatility. First, the 
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The training set for determining the models and the test set are also used to evaluate the 
predictive performance of the models (Tay & Cao 2001). RMSE is used to evaluate predictive 
performance. 

The RMSE value used to evaluate the effectiveness of the models and provides information 
concerning the active predictor with the least error. It is calculated as in Equation 7: 
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Observations of the gold variable used in the study are taken from the finance.yahoo website 
and closed values are used at the daily frequency between 01/01/2010 – 01/04/2023. The reason 
why this date range was chosen in the study includes the increase in gold prices in 2010 and the 
volatility that occurred in the global crisis in 2011.  At the same time, the volatility in the price 
of gold was added to the model in the economic recession in the Covid-19 outbreak in 2019 
and beyond. The polynominol kernel prediction process takes a lot of time. This data range has 
been studied as there is a timeout when working with more observations. The ARMA models 
are examined and ARMA (3,3) is determined before moving on to the GARCH models. The 
ARMA (3,3) prediction model is tested with ARCH-LM and rejected the basic hypothesis that 
the ARCH effect did not exist. As a result, it is concluded that it is appropriate to examine the 
GARCH models for the return series and the coefficient constraints of the models are examined. 

The change in the gold price series variable over time is included in Figure 1. 
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When Figure 1 is examined, it is seen that the series has a trend. Due to the fact that the series has fracture and 
extreme values, as well as the changing variance, the series is converted in the return series to avoid the problem. 
In the case of a changing variance problem, the term error indicates that variances are related to the error terms of 
past periods. The formula for the return series of the index is reported in Equation 8:
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The Equation in 8 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 refers to the return of gold, 𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡 refers to the price of gold. Figure 2 contains 
the graph of the gold return series. 

Figure 2. Gold Return Series 

When Figure 2 is examined, it is seen that the series fluctuates around zero and has volatility 
clusters. Large shocks follow large shocks, while small shocks follow small shocks. Descriptive 
statistics for the gold price and return series are included in Table 2. 

Table 2: Descriptive Statistics for the Gold Price and Return Series 

 Price Return 
Number of observations 3424 3423 

Mean 1460.444 0.01653 
Median 1350.300 0.0269 

Maximum 2069.400 5.7754 
Minimum 1049.600 -9.8105 
Std. Dev. 255.1708 1.0113 

ADF -1.4602 
(0.553) 

-59.8107 
(0.000)* 

Skewness 0.4265 -0.5942 
Kurtosis 1.7893 9.2772 

Jarque-Bera 312.9352 
(0.000)* 

5821.326 
(0.000)* 

Note: * indicates the rejection of the null hypothesis that the series is unit root according to 5% for the ADF test.  
Indicate the rejection of the null hypothesis that the distribution is normal according to 5% for the Jarque-Bera 
test.  
 
The study is carried out with 3423 observations taking the return of the gold price, which is 
3424 observations used in the study. ADF unit root test is applied to the gold price data and 
return data. While the price series has unit root, it is seen that the return series becomes 
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When Figure 2 is examined, it is seen that the series fluctuates around zero and has volatility clusters. Large shocks 
follow large shocks, while small shocks follow small shocks. Descriptive statistics for the gold price and return 
series are included in Table 2.

Table 2. Descriptive Statistics for the Gold Price and Return Series
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(0.000)* 

Note: * indicates the rejection of the null hypothesis that the series is unit root according to 5% for the ADF test.  
Indicate the rejection of the null hypothesis that the distribution is normal according to 5% for the Jarque-Bera 
test.  
 
The study is carried out with 3423 observations taking the return of the gold price, which is 
3424 observations used in the study. ADF unit root test is applied to the gold price data and 
return data. While the price series has unit root, it is seen that the return series becomes 

Note: * indicates the rejection of the null hypothesis that the series is unit root according to 5% for the ADF test.  Indicate the rejection of the 
null hypothesis that the distribution is normal according to 5% for the Jarque-Bera test. 

The study is carried out with 3423 observations taking the return of the gold price, which is 3424 observations 
used in the study. ADF unit root test is applied to the gold price data and return data. While the price series has 
unit root, it is seen that the return series becomes stationary when the difference is taken. The Jarque-Bera test does 
not appear to have normal distribution for both the price series and the return series. 252 observations of 3423 
observations are determined as test data, while the remaining observations are determined as data set training. As 
a model performance criterion, the RMSE error statistical criterion is taken into account.

Figure 3 shows the graphical output for ARCH model estimate.

Figure 3. Comparison of the ARCH Model Volatility Estimate with the Actual Values

Figure 3 reveals that the ARCH model estimate does not exactly match the actual value. The forecast shows higher 
volatility than actual values.   
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Figure 4 shows the graphical output for the GARCH model estimate.

Figure 4. Comparison of the GARCH Model Volatility Estimate with the Actual Values

According to Figure 4, it is seen that the GARCH estimate does not overlap with the actual values and the estimate 
is insufficient. 

Figure 5 shows the graphic output of the GJR-GARCH model estimate.

Figure 5. Comparison of the GJR-GARCH Model Volatility Estimate with the Actual Values

Once Figure 5 is taken into consideration, it could be seen that the actual volatility values and the GJR-GARCH 
model estimate do not overlap. This estimate appears to be insufficient to capture endpoints in volatility

Figure 6 shows the graphic output of the E-GARCH model.

Figure 6. Comparison of E-GARCH Model Volatility Estimate with the Actual Values

Figure 6 suggests that E-GARCH cannot capture the actual volatility values with the estimate. This estimate meth-
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od appears to have failed to catch endpoints. 

 Figure 7 shows the estimate graph for the linear SVR-GARCH model.

Figure 7. Comparison of Linear SVR-GARCH Model Volatility Prediction with the Actual Values

When Figure 7 is examined, it is seen that the linear SVR-GARCH model estimate shows very close estimate to 
actual values.

Figure 8 shows the estimate output of the RBF SVR-GARCH model.

Figure 8. Comparison of RBF SVR-GARCH Model Volatility Estimate with the Actual Values

When Figure 8 is examined, it is seen that the RBF SVR-GARCH estimate overlaps with real value and is good at 
capturing endpoints.  The forecast appears to have performed successfully in capturing the endpoints. 

 Figure 9 shows the graphic output for the Polynomial SVR-GARCH model estimate

Figure 9. Comparison of Polynomial SVR-GARCH Model Volatility Prediction with the Actual Values
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When Figure 9 is examined, it is seen that the Polynomial SVR-GARCH estimate not good at capturing real values 
and makes insufficient estimate.

The graphs of the prediction models can be interpreted, but the results we can rely on in the study are the model 
performance criteria. In this study, RMSE will be considered as the model performance criterion. Table 3 contains 
RMSE values as a model performance measure.

Table 3. Model RMSE ValuesTable 3: Model RMSE Values 

Prediction Method RMSE Model Performance Rank 
ARCH 0.0913 7 

GARCH 0.0879 4 
GJR-GARCH 0.0880 5 

E-GARCH 0.0904 6 
Linear SVR-GARCH 0.0008 2 
RBF SVR-GARCH 0.0007 1 

Polinomial SVR-GARCH 0.0018 3 

The RMSE values in Table 3 show that the models with the small statistics are hybrid models. 
The RMSE value of ARCH and GARCH models is 0.0913 and 0.0879, respectively. These 
models ignore the asymmetrical effect. GJR-GARCH has been proposed to solve the 
asymmetry problem in the financial series, and the RMSE value is 0.0880. GARCH and E-
GARCH models feature short memory.  This feature does not comply with long-term estimates. 
For this reason, the training set is kept smaller than the test set and the RMSE value is 0.0904. 
The SVR-GARCH model shows that the predictive performance is better, with less error 
statistics than GARCH models. SVR-GARCH models appear to give the RBF kernel with the 
smallest error statistics value 0.0007 due to the compatibility of the kernel to the data set. 

5. CONCLUSION 

Gold is the precious metal that people have used for centuries as a means of exchange and 
investment. Investors are curious about the future movements of gold prices because of being 
is a valuable mine. Investors want to know the volatility in order not to suffer losses and to 
make a maximum profit in their investments. Even countries try to understand the volatility in 
financial prices when making a decision to invest in each other. For this reason, it is important 
to determine the appropriate time series model for researchers. 

In this study, the gold price series is obtained through yahoofinance.com and daily closing 
values are used. Traditional estimation methods of GARCH and hybrid SVR-GARCH Linear, 
RBF, Polinom kernels are used to take into account the nonlinear structure with time-varying 
volatility. When the graphs in the estimates are examined, the prediction effectiveness of 
GARCH models appears to be low. SVR-GARCH models, it seems more effective in 
predictions and closer to catching volatility. Considering the RMSE values determined as the 
model performance metric, it appears that the graphics are accurately related to the output and 
hybrid models have less error statistics. As a result of the study, it appears that the minimum 
error statistics value is belong to the hybrid model RBF kernel SVR-GARCH. 

According to this study, considering the extreme volatility of the financial time series and its 
non-linear structure, it is concluded that hybrid models will be more accurate to prefer than 
traditional methods. In the study, ARCH, GARCH, GJR-GARCH, E-GARCH and SVR-
GARCH models are predicted and compared. The SVR-GARCH hybrid model is created in 
three different prediction models as Linear, RBF and Polynomial kernels. When RMSE 
statistics and graphics are examined, it is seen that SVR-GARCH models have the best 
performance which is estimated by three different kernels. It is obvious that SVR-GARCH 
captures the volatility clusters in the graphics better.  Therefore, it is suggested that SVR-
GARCH hybrid models can be used in financial time series estimates.   

The RMSE values in Table 3 show that the models with the small statistics are hybrid models. The RMSE value 
of ARCH and GARCH models is 0.0913 and 0.0879, respectively. These models ignore the asymmetrical effect. 
GJR-GARCH has been proposed to solve the asymmetry problem in the financial series, and the RMSE value 
is 0.0880. GARCH and E-GARCH models feature short memory.  This feature does not comply with long-term 
estimates. For this reason, the training set is kept smaller than the test set and the RMSE value is 0.0904. The 
SVR-GARCH model shows that the predictive performance is better, with less error statistics than GARCH mod-
els. SVR-GARCH models appear to give the RBF kernel with the smallest error statistics value 0.0007 due to the 
compatibility of the kernel to the data set.

5. CONCLUSION

Gold is the precious metal that people have used for centuries as a means of exchange and investment. Investors 
are curious about the future movements of gold prices because of being is a valuable mine. Investors want to know 
the volatility in order not to suffer losses and to make a maximum profit in their investments. Even countries try 
to understand the volatility in financial prices when making a decision to invest in each other. For this reason, it is 
important to determine the appropriate time series model for researchers.

In this study, the gold price series is obtained through yahoofinance.com and daily closing values are used. Tra-
ditional estimation methods of GARCH and hybrid SVR-GARCH Linear, RBF, Polinom kernels are used to take 
into account the nonlinear structure with time-varying volatility. When the graphs in the estimates are examined, 
the prediction effectiveness of GARCH models appears to be low. SVR-GARCH models, it seems more effective 
in predictions and closer to catching volatility. Considering the RMSE values determined as the model perfor-
mance metric, it appears that the graphics are accurately related to the output and hybrid models have less error 
statistics. As a result of the study, it appears that the minimum error statistics value is belong to the hybrid model 
RBF kernel SVR-GARCH.

According to this study, considering the extreme volatility of the financial time series and its non-linear structure, 
it is concluded that hybrid models will be more accurate to prefer than traditional methods. In the study, ARCH, 
GARCH, GJR-GARCH, E-GARCH and SVR-GARCH models are predicted and compared. The SVR-GARCH 
hybrid model is created in three different prediction models as Linear, RBF and Polynomial kernels. When RMSE 
statistics and graphics are examined, it is seen that SVR-GARCH models have the best performance which is es-
timated by three different kernels. It is obvious that SVR-GARCH captures the volatility clusters in the graphics 
better.  Therefore, it is suggested that SVR-GARCH hybrid models can be used in financial time series estimates.  
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