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Returns to education: Empirical 
evidence from Kyrgyzstan

Abstract

The aim of this study is to identify the returns to education in Kyrgyzstan, with special reference to employment type and 
gender differences. The empirical analysis of this study is based on Life in Kyrgyzstan (LiK) survey data collected in 2016. The 
sample for analysis is constructed with employees and self-employed persons aged 18-65, who indicated their monthly income 
from employment. According to the empirical outputs, there is a wage premium for higher education such that the marginal 
return to education for women is higher than men.
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1. INTRODUCTION

The high level of education of the population, being the key to the development of human capital, makes a positive 
contribution to economic development of the country in the long run. However, the discrepancy between the ac-
quired vocational and qualification skills and the needs of the labor market can have a negative impact on employ-
ment indicators and, as a consequence, on economic growth (Ryazantseva 2012; Allen and Van Der Velden 2001). 

Kyrgyzstan has a fairly high level of access to education, both school and higher. In particular, over the past 25 
years, the number of higher education institutions has rapidly increased. However, the increase in the number of 
higher education institutions does not meet the demand for skilled labor in the labor market. This problem causes 
various public discussions in order to reform the education system.  This study aims to identify returns on educa-
tion, whether obtained education pays off at the labor market of Kyrgyzstan. The study uses the nationally repre-
sentative household survey “Life in Kyrgyzstan” for 2016, which is available from the International Data Service 
Center of the Institute for Study of Labour (IDSC IZA). Empirical analysis of the impact of education on income 
are based on the non-linear wage model of Mincer.

This study is structured as follows. Section 2 describes the state of the labor market and the education system in 
Kyrgyzstan. Section 3 presents the methodology for assessing the mismatch factors and the statistical data ob-
tained. Sections 4 and 5 present the analysis results and conclusions respectively. 

1.1. Education and Labor Market Trends in Kyrgyzstan

As a heritage of the Soviet Union, the employed population of the Kyrgyzstan has a high level of education. 
According to the National Statistics Committee of Kyrgyz Republic (NSCKR 2018) almost every fifth of the em-
ployed population has a higher or incomplete higher education, every tenth has a secondary vocational education. 
For 2017, the total number of employed women, the proportion of women who had higher professional education 
was 27% whereas; the share of men with higher professional education was 17%. Furthermore, 16% of women had 
secondary vocational and this ratio was 7% for men. 

Over the years of independence, the number of higher educational institutions has rapidly increased from 9 in 1990 
to 50 in 2016. Most of the higher educational institutions are located in Bishkek (about 64 %), which is due to the 
presence of a developed network of state educational institutions of higher professional education (NSCKR 2018). 

According to the structure of student’s specialties they receive, the most popular professions are economist, trans-
lator from a foreign language, doctor, lawyer, engineer, IT programmer, builder and manager. Thus, according 
to NSCKR the distribution of students of higher educational institutions by groups of specialties for 2017 is as 
follows: more than half of the students (53%) study in the humanities (i.e., the professions of economist, manager, 
lawyer, etc.), natural sciences -3.4%, education - 14.7%, healthcare - 6.7%, technical sciences - 19.6%, agricultural 
sciences - 1%, service - 0.3%, interdisciplinary sciences - 1.7%.
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Figure 1. Employed Population by Type of Economic Activity

      Source: NSCKR, (www.stat.kg/ru/statistics/zanyatost/ - accessed 15 July 2021)

However, obtaining a specialty is not always guaranteed by employment in the labor market. Thus, according to 
the NSCKR, in 2018 the total unemployment rate in the country was 6.2%, whereas about 40 % of those unem-
ployed have tertiary or technical education. This fact indicates that it is rather difficult for graduates to get a job 
after receiving a diploma. This particularly shows that with high growth rates of tertiary education leads to an 
oversupply of highly skilled labor in Kyrgyzstan. This could be a result of the weaknesses of the education system 
and one of the labor market features of transition economies. Hence, in post-Soviet countries, the rapid job real-
location and slow creation of jobs in high productivity sectors, result in difficulty for individuals to join the labor 
market and put their skill to use (Kupets 2016). Consequently, in Kyrgyzstan in the years of independence, the 
structure of the employed population underwent significant changes, where the share of people employed in agri-
culture decreased, while in trade, services and construction increased. This could be seen in the Figure 1. In 1991, 
the economy of Kyrgyzstan prevailed with agriculture, manufacturing and education sectors, while in 2020 the 
services sectors, such as trade, construction, accommodation and food service activities prevailed. Also, another 
factor that led to such changes is labor migration, when migrants, leaving work in agriculture, move to trade and 
services or construction at the place of their new residence. (NSCKR 2016).

Over the past 5 years, the share of expenditures allocated to education in the expenditures of the state budget of 
Kyrgyzstan was quite significant (average from 21% to 24%). The bulk of education spending is on secondary 
education (57% on average) and tertiary vocational education (13%) (NSCKR 2018). Considering, the high cost of 
education as for individuals, and public investment in education in Kyrgyzstan, the analysis of return for education 
is very important.

1.2. Literature Review

The bulk of research that studies returns to education is mainly based on the theory of human capital. The theory 
stresses the importance of education for improving productivity. The main argument of human capital theory is that 
better educated people are generally more skilled and are expected to be more productive than people with lower 
levels of education, thus skilled workers will earn more (Joseph 2020; Wang et al. 2019).  That is why the quantity 
of years of study is used as one of the key factors determining the level of earnings of employees (Rizk 2019). 
Even though the empirical literature has been dominantly presented with the interpretation within human capital 
theory, the alternative literature asserts that education may have effect over wages not because of productivity of 
worker, but for other reasons. For instance, education may act as an instrument signaling the ability or productivity 
of worker (Gunderson and Oreopolous 2020; Harmon et al. 2003). In this case one may see differences between 
education as productivity measurement or signaling instrument by comparing the returns to education of employ-
ees and self-employed workers. While education does not have any values as signal for self-employed individuals, 

 

According to the structure of student’s specialties they receive, the most popular 
professions are economist, translator from a foreign language, doctor, lawyer, engineer, IT 
programmer, builder and manager. Thus, according to NSCKR the distribution of students of 
higher educational institutions by groups of specialties for 2017 is as follows: more than half of 
the students (53%) study in the humanities (i.e., the professions of economist, manager, lawyer, 
etc.), natural sciences -3.4%, education - 14.7%, healthcare - 6.7%, technical sciences - 19.6%, 
agricultural sciences - 1%, service - 0.3%, interdisciplinary sciences - 1.7%. 

Figure 1. Employed Population by Type of Economic Activity 

 

Source: NSCKR, (www.stat.kg/ru/statistics/zanyatost/ - accessed 15 July 2021) 

However, obtaining a specialty is not always guaranteed by employment in the labor 
market. Thus, according to the NSCKR, in 2018 the total unemployment rate in the country was 
6.2%, whereas about 40 % of those unemployed have tertiary or technical education. This fact 
indicates that it is rather difficult for graduates to get a job after receiving a diploma. This 
particularly shows that with high growth rates of tertiary education leads to an oversupply of highly 
skilled labor in Kyrgyzstan. This could be a result of the weaknesses of the education system and 
one of the labor market features of transition economies. Hence, in post-Soviet countries, the rapid 
job reallocation and slow creation of jobs in high productivity sectors, result in difficulty for 
individuals to join the labor market and put their skill to use (Kupets 2016). Consequently, in 
Kyrgyzstan in the years of independence, the structure of the employed population underwent 
significant changes, where the share of people employed in agriculture decreased, while in trade, 
services and construction increased. This could be seen in the Figure 1. In 1991, the economy of 
Kyrgyzstan prevailed with agriculture, manufacturing and education sectors, while in 2020 the 
services sectors, such as trade, construction, accommodation and food service activities prevailed. 
Also, another factor that led to such changes is labor migration, when migrants, leaving work in 
agriculture, move to trade and services or construction at the place of their new residence. (NSCKR 
2016). 

Over the past 5 years, the share of expenditures allocated to education in the expenditures 
of the state budget of Kyrgyzstan was quite significant (average from 21% to 24%). The bulk of 
education spending is on secondary education (57% on average) and tertiary vocational education 
(13%) (NSCKR 2018). Considering, the high cost of education as for individuals, and public 
investment in education in Kyrgyzstan, the analysis of return for education is very important. 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

1991 2020

Activities of extraterritorial organizations and bodies

Activities of households as employers

Other service activities

Arts, entertainment and recreation

Human health and social work activities

Education

Public administration

Administrative and support service activities

Professional, scientific and technical activities

Real estate activities

Financial and insurance activities

Information and communication

Accommodation and food service activities

Transportation and storage

Wholesale and retail trade; repair of motor vehicles
and motorcycles



76

SULAIMANOVA

since they know their own productivity and do not need to get more education; it will have significant effect on 
wages of employees (Harmon et al. 2003).

Analysis of the impact and establishment of return to education, shows that there are significant differences across 
wage distributions. Hence wage premium from higher education for individuals from low decile of income distri-
bution is considerably less than for those from higher-income backgrounds (Bartik and Hershbein 2018; Harmon 
et al. 2003). 

It should be noted that the marginal return on education among women is invariably higher than among men, 
which also makes it important to study the return on education separately by gender.

To our best knowledge, one of the first empirical studies of the impact of education on the wages in Kyrgyzstan 
is the study of Karymshakov and Sulaimanova (2019). They have investigated the impact of the education-job 
mismatch on the wages of youth in Kyrgyzstan, based on the International Labor Organization school-to-work 
transition survey for Kyrgyzstan. According to the empirical results, overeducated young men receives lower wage 
compared to their counterparts that are well matched with education and job position. The other study of Çağlayan 
Akay et al. (2019) used Mincer’s earnings model to assess the impact of education on the wages of women working 
in the developed shopping and business center of Bishkek city (capital of Kyrgyzstan). The study sample consists 
of 675 employed women. The results of the study show that the return on education for female employees in the 
private sector is higher than in the public sector. Moreover, the total number of years of study has a strong causal 
effect on wages. The authors recommended paying sufficient attention to the education of women in Kyrgyzstan. 

The main contribution of our study for the literature of analysis of returns to education will be in three ways. First 
of all, we will conduct a more detailed analysis of the impact of education on the income of the workers, with a 
nationally representative household survey for Kyrgyzstan. The use of representative data for Kyrgyzstan makes it 
possible to generalize the empirical results obtained for the entire population of the country. Also, a large number 
of observation units makes it possible to analyze the influence of education on the earnings by such subgroups as 
employment type and gender differences. Secondly, in contrast to the previous empirical works on Kyrgyzstan, our 
study aims to analyze returns by the level of education, rather than the total number of years spent on education. 
This may show a wage premium for fulfilling a particular year of education, like the last year of high school or 
high school (Harmon et al. 2003; Churchill and Mishra 2018), and make recommendations based on variations in 
the results. Thirdly, we investigate how particular field of education affects the earnings of workers.

3. METHODOLOGY

3.1. Data and descriptive statistics

This study uses the “Life in Kyrgyzstan” survey for 2016, which is a research-based, open access, multi-topic 
longitudinal survey of households and individuals in Kyrgyzstan. The survey is conducted by the German Institute 
for Economic Research, DIW Berlin and Stockholm International Peace Research Institute, and available from the 
International Data Service Center of the Institute for Study of Labour (IDSC IZA). This survey provides data at the 
national level as well as for urban and rural areas of Kyrgyzstan and contains a wide range of data including infor-
mation on household characteristics (composition, dwelling, children, health etc.), assets, shocks, social networks, 
income, and expenditure of households. In addition, the survey allocates a particular section on employment and 
education of individuals. 

To investigate the effect of education on income, the sample for analysis included employees and self-employed 
individuals aged 18-65, who indicated their monthly income from employment. The income variable consists of 
the monthly wages of employees and the monthly income of individual workers in KGS (national currency of 
Kyrgyzstan). The total sample for estimation consists of 3074 observations.

The average income in sample is 10588 KGS, and men workers earn on average for 2000 KGS more than women. 
The average age of the workers is 39 years, and most of them are married. While nearly half of workers are with 
secondary education, almost every fourth female worker holds tertiary education, and for male this share is 14.7%. 

KÖMÜRYAKAN & YILGÖR
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Men are more likely to have completed engineering, economics and law, while women are more likely to hold 
education, medicine and economics diploma.

Table 1. Descriptive Statistics

About 55% employees and employers are working in rural areas; this share is smaller for female sub-sample. Ac-
cording to regional distribution of workers, the concentration of women self-employed and employee is seen in the 
Bishkek city, the capital city of Kyrgyzstan. 

3.2. Empirical Model

Analysis of the impact of education on income are based on the non-linear wage model of Mincer, which has the 
following form:

                                                                                                     (1)
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employment. The income variable consists of the monthly wages of employees and the monthly 
income of individual workers in KGS (national currency of Kyrgyzstan). The total sample for 
estimation consists of 3074 observations. 

The average income in sample is 10588 KGS, and men workers earn on average for 2000 
KGS more than women. The average age of the workers is 39 years, and most of them are married. 
While nearly half of workers are with secondary education, almost every fourth female worker 
holds tertiary education, and for male this share is 14.7%. Men are more likely to have completed 
engineering, economics and law, while women are more likely to hold education, medicine and 
economics diploma. 

Table 1. Descriptive Statistics 
 TOTAL SAMPLE  MEN  WOMEN 
 N Mean  N Mean  N Mean 

Earnings 3,074 10588.39  1,928 11235.94  1,146 9498.967 
Age 3,074 38.61451  1,928 38.2666  1,146 39.19983 
Marital status (1=married) 3,074 0.715029  1,928 0.771266  1,146 0.620419 
Education level:         
 Secondary 3,074 0.437215  1,928 0.458506  1,146 0.401396 
 Technical 3,074 0.129148  1,928 0.121888  1,146 0.141361 
 Tertiary 3,074 0.182173  1,928 0.147822  1,146 0.239965 

Education field:         
 Natural science 3,074 0.009434  1,928 0.00778  1,146 0.012216 
 Education 3,074 0.054001  1,928 0.025934  1,146 0.101222 
 Medicine 3,074 0.031555  1,928 0.013486  1,146 0.061955 
 Engineering 3,074 0.068966  1,928 0.088693  1,146 0.035777 
 Computer 3,074 0.00553  1,928 0.007261  1,146 0.002618 
 Agriculture 3,074 0.013663  1,928 0.01971  1,146 0.00349 
 Economics 3,074 0.064737  1,928 0.042531  1,146 0.102094 
 Law 3,074 0.018543  1,928 0.021784  1,146 0.013089 
 International relations 3,074 0.004554  1,928 0.003631  1,146 0.006108 
 Languages 3,074 0.009434  1,928 0.003631  1,146 0.019197 

Residence (1=rural) 3,074 0.556279  1,928 0.60166  1,146 0.47993 
Regions:         
 Issyk-Kul 3,074 0.091087  1,928 0.095954  1,146 0.082897 
 Jalal-Abad 3,074 0.234548  1,928 0.231328  1,146 0.239965 

 

 Naaryn 3,074 0.048146  1,928 0.056017  1,146 0.034904 
 Batken 3,074 0.087508  1,928 0.091805  1,146 0.080279 
 Osh 3,074 0.101496  1,928 0.111515  1,146 0.084642 
 Talas 3,074 0.05823  1,928 0.063278  1,146 0.049738 
 Chui 3,074 0.13175  1,928 0.133817  1,146 0.128272 
 Bishkek city 3,074 0.182498  1,928 0.147822  1,146 0.240838 
 Osh city 3,074 0.064737  1,928 0.068465  1,146 0.058464 

Source: Authors calculations, LiK 2016 

About 55% employees and employers are working in rural areas; this share is smaller for 
female sub-sample. According to regional distribution of workers, the concentration of women 
self-employed and employee is seen in the Bishkek city, the capital city of Kyrgyzstan.  

3.2. Empirical Model 

Analysis of the impact of education on income are based on the non-linear wage model of 
Mincer, which has the following form: 

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖 = 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 + 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖 + 𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖 + 𝜀𝜀𝜀𝜀𝑖𝑖𝑖𝑖                                                                                                    (1) 

where the dependent variable 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the logarithmic value of the employee's and employer’s 
income, estimated by set of independent variables such as age, gender, marital status, and place of 
residence, occupation characteristics (𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖) (see detailed description of variables in Annex Table 1). 
The education variable - 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖, represents the level of education and field of education. Education 
level variable denotes a certain level of education, such as: secondary general education, 
vocational, higher education and a group of young people with incomplete, primary education or 
without education (the last category of education in the model is the base for comparison). Using 
dummies for educational attainment has an advantage over using the total number of years spent 
in education, where the marginal return varies with educational attainment, and when the aim of 
the study is to examine the different influences of educational levels (Purnastuti et al. 2013). While 
the variable showing the field of education denotes: Natural science, Education, Medicine, 
Engineering, Computer, Agriculture, Economics, Law, International relations, Languages and 
other fields of study (the last category in the model is the reference group). Differentiating returns 
to education by field of study will give some insights on which educational programs pays-off 
most.  

4. Empirical Results 
4.1. Returns to the Level of Education 

The results of the returns to education presented in Table 2. These models are estimated 
using the least squares method, and corrected for heteroscedasticity of random residuals. The main 
variable of interest the educational attainment has a positive impact over earnings of workers. 
Hence individuals with tertiary education earn more than those who has an incomplete or primary 
education, or has no education at all. This result supports the college premium hypothesis and 
indicates that returns to tertiary education is higher than the lower levels of education (Wang et al. 
2019; Mitra 2019). Whilst analyzing returns of education across gender, one may see that the 
tertiary education has a highly significantly impact on women earnings. 

Further, when analyzing occupational differences in the return on education among 
workers, it can also be noted that employees with higher education demonstrate significantly 
higher returns, while education level does not have any impacts over earnings of self-employed. 
These results accept Signaling theory, and indicates that in Kyrgyzstan especially in cases where 

 

 Naaryn 3,074 0.048146  1,928 0.056017  1,146 0.034904 
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Source: Authors calculations, LiK 2016 

About 55% employees and employers are working in rural areas; this share is smaller for 
female sub-sample. According to regional distribution of workers, the concentration of women 
self-employed and employee is seen in the Bishkek city, the capital city of Kyrgyzstan.  
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𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖 = 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 + 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝑋𝑋𝑋𝑋𝑖𝑖𝑖𝑖 + 𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖 + 𝜀𝜀𝜀𝜀𝑖𝑖𝑖𝑖                                                                                                    (1) 

where the dependent variable 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the logarithmic value of the employee's and employer’s 
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The education variable - 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖, represents the level of education and field of education. Education 
level variable denotes a certain level of education, such as: secondary general education, 
vocational, higher education and a group of young people with incomplete, primary education or 
without education (the last category of education in the model is the base for comparison). Using 
dummies for educational attainment has an advantage over using the total number of years spent 
in education, where the marginal return varies with educational attainment, and when the aim of 
the study is to examine the different influences of educational levels (Purnastuti et al. 2013). While 
the variable showing the field of education denotes: Natural science, Education, Medicine, 
Engineering, Computer, Agriculture, Economics, Law, International relations, Languages and 
other fields of study (the last category in the model is the reference group). Differentiating returns 
to education by field of study will give some insights on which educational programs pays-off 
most.  

4. Empirical Results 
4.1. Returns to the Level of Education 

The results of the returns to education presented in Table 2. These models are estimated 
using the least squares method, and corrected for heteroscedasticity of random residuals. The main 
variable of interest the educational attainment has a positive impact over earnings of workers. 
Hence individuals with tertiary education earn more than those who has an incomplete or primary 
education, or has no education at all. This result supports the college premium hypothesis and 
indicates that returns to tertiary education is higher than the lower levels of education (Wang et al. 
2019; Mitra 2019). Whilst analyzing returns of education across gender, one may see that the 
tertiary education has a highly significantly impact on women earnings. 

Further, when analyzing occupational differences in the return on education among 
workers, it can also be noted that employees with higher education demonstrate significantly 
higher returns, while education level does not have any impacts over earnings of self-employed. 
These results accept Signaling theory, and indicates that in Kyrgyzstan especially in cases where 

Source: Authors calculations, LiK 2016
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where the dependent variable   is the logarithmic value of the employee’s and employer’s income, estimated by set 
of independent variables such as age, gender, marital status, and place of residence, occupation characteristics () 
(see detailed description of variables in Annex Table 1). The education variable - , represents the level of education 
and field of education. Education level variable denotes a certain level of education, such as: secondary general ed-
ucation, vocational, higher education and a group of young people with incomplete, primary education or without 
education (the last category of education in the model is the base for comparison). Using dummies for educational 
attainment has an advantage over using the total number of years spent in education, where the marginal return 
varies with educational attainment, and when the aim of the study is to examine the different influences of educa-
tional levels (Purnastuti et al. 2013). While the variable showing the field of education denotes: Natural science, 
Education, Medicine, Engineering, Computer, Agriculture, Economics, Law, International relations, Languages 
and other fields of study (the last category in the model is the reference group). Differentiating returns to education 
by field of study will give some insights on which educational programs pays-off most. 

4. EMPIRICAL RESULTS

4.1. Returns to the Level of Education

The results of the returns to education presented in Table 2. These models are estimated using the least squares 
method, and corrected for heteroscedasticity of random residuals. The main variable of interest the educational 
attainment has a positive impact over earnings of workers. Hence individuals with tertiary education earn more 
than those who has an incomplete or primary education, or has no education at all. This result supports the college 
premium hypothesis and indicates that returns to tertiary education is higher than the lower levels of education 
(Wang et al. 2019; Mitra 2019). Whilst analyzing returns of education across gender, one may see that the tertiary 
education has a highly significantly impact on women earnings.

Further, when analyzing occupational differences in the return on education among workers, it can also be noted 
that employees with higher education demonstrate significantly higher returns, while education level does not have 
any impacts over earnings of self-employed. These results accept Signaling theory, and indicates that in Kyrgyz-
stan especially in cases where employers cannot easily observe the abilities or performance of workers, they rely 
on educational attainment as a signaling instrument in hiring decisions. 

The other control variables have expected statistically significant signs. With increase of age, the earnings also 
increase with diminishing returns. The marital status has a statistically significant positive effect over earnings of 
men, supporting the specialization hypothesis stating marriage affects men’s wages positively (Purnastuti et al. 
2013). Since male workers who are married, can devote more time and effort to activities in the labor market and, 
as a result, this increases their earnings (Purnastuti et al. 2013). Kyrgyz workers on average earn less than other 
nationalities; this is particularly true for Kyrgyz self-employed men. 

Estimates of the dummy variable for rural areas of residence show that, on average, rural residents earn significant-
ly less than urban residents do. One may also see that there is a regional imbalance in the level of income. Thus, in 
regions located in north part of the country, this is Talas, Naryn and Issyk-Kul oblast, earnings are much lower than 
in Bishkek city or Chuy oblast. While senior official and manager earn much higher income than others; workers 
from agriculture, education and health sector earn less than in other economic sectors. 
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4.2. Returns to the Field of Education

This research studies the influence of education specialties on earnings, to determine which field of study pays off 
much in Kyrgyzstan. Table 3 reports the results of this analysis.

The greatest return on specialties relates to law and jurisprudence. On average, lawyers earn 29.2% more than 
other specialties. Gender differences are noticeable, for instance, female lawyers earn on average 42.5% more than 
other women, while male lawyers earn 20.8% more than other men. Both employees and self-employers with law 
are more likely to earn more than other specialties. 

A significant high share of returns from the field-of-study was demonstrated in such areas as economics, manage-
ment and banking. Consequently, on average, graduates of these areas earn more by 13.5%. It is noteworthy that 
the return on these specializations is significantly high among economist employees, while self-employed econo-
mists have no such causal relationships. 

Graduates from education and pedagogy also earn comparatively more. However, statistically significant results 
were found only for employees. In other words, only wage employed graduates from education field earn on aver-
age 26% more than graduates in other specialties, and in the subsample of women these returns are much higher.

While in above given education fields the returns demonstrated evenly among gender, one may see that in some 
specialties the earnings with respect to education differ across gender. Thus, the highest female returns on special-
ties is demonstrated in the field of computer science for employee women. The same results found for women with 
medical education. Great returns have also been demonstrated among International relations graduates, which is 
significant only for men. That is, on average, a wage employed man with a specialization in the international rela-
tions earns 29.6% more than other men, while in self-employment this impact increase to 78.2%. Women graduate 
from languages field are more likely to earn than their counterparts. 

This analysis of returns to specialties shows the relationship between the popularity of different specializations 
in Kyrgyzstan. The statistically significant differences in income by profession explains the choice of certain 
professions in Kyrgyzstan. Therefore, today the profession associated with computer skills is very popular, which 
(according to the analysis results) has a fairly high return. Also popular are the specialties of lawyer and economist, 
which have statically significant levels of return. International relation, medicine and education professions have 
gender differentiated returns. It can be concluded that the demand for the chosen profession in the labor market is 
positively correlated with the possible level of wages. 
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Table 3. Returns to the Field of Education

5. CONCLUSION

Decent work and employment in Kyrgyzstan are one of the main socio-economic problems of the country. Against 
the background of the high level of unemployment among tertiary educated, the study of the impact of education 
on employment is becoming one of the most pressing topics. In recent years, there has been a tendency in the 
development of state policy in the field of reforming the higher education system in Kyrgyzstan. Policy measures 
are focused on improving the effectiveness of higher education, increasing youth participation in the vocational 
education process, updating curricula and integrating with the international education system. Nevertheless, the 
problems of unemployment, the transition from education to employment and the discrepancy between the skills 
acquired in educational institutions and the needs of the labor market remain unresolved. Taking this into account, 
this study is of great importance for studying the returns of education in Kyrgyzstan. In particular, this study has 
empirical results suggesting that the level of education affects the income of people significantly.
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Table 3. Returns to the Field of Education 

 TOTAL SAMPLE  EMPLOYEE  SELF-EMPLOYED 
 Total Women Men  Total Women Men  Total Women Men 
Field of study:            
 Natural science 0.225** 0.128 0.278**  0.146 0.000232 0.239*  0.345*** 0.485*** 0.229 

 (0.0946) (0.140) (0.115)  (0.108) (0.138) (0.143)  (0.119) (0.155) (0.171) 
 Education 0.231*** 0.319*** 0.109  0.268*** 0.327*** 0.185**  0.0541 0.258* -0.00950 

 (0.0407) (0.0454) (0.0777)  (0.0416) (0.0481) (0.0796)  (0.105) (0.135) (0.154) 
 Medicine  0.117* 0.172*** 0.0617  0.139** 0.166** 0.0681  -0.0538 -0.0287 -0.00170 

 (0.0645) (0.0647) (0.155)  (0.0641) (0.0651) (0.192)  (0.182) (0.276) (0.245) 
 Engineering  0.0219 -0.0786 -0.00887  0.0636 0.00402 0.0183  -0.0852 -0.844** -0.0621 

 (0.0419) (0.104) (0.0458)  (0.0471) (0.105) (0.0530)  (0.0872) (0.401) (0.0840) 
 Computer  0.246 1.168* -0.0213  0.454* 1.730** 0.136  -0.467** -0.151 -0.576** 

 (0.209) (0.655) (0.170)  (0.245) (0.702) (0.190)  (0.226) (0.139) (0.257) 
 Agriculture  0.0402 -0.190 0.00376  0.122 -0.665 0.176**  -0.0175 1.924*** -0.103 

 (0.114) (0.665) (0.103)  (0.149) (0.667) (0.0772)  (0.154) (0.174) (0.154) 
 Economics  0.135*** 0.239*** 0.0899  0.207*** 0.257*** 0.234***  -0.0828 0.0630 -0.134 

 (0.0494) (0.0619) (0.0808)  (0.0471) (0.0628) (0.0690)  (0.132) (0.228) (0.168) 
 Law  0.292*** 0.425*** 0.208***  0.269*** 0.379** 0.170**  0.305** 0.432** 0.290* 

 (0.0620) (0.147) (0.0671)  (0.0711) (0.181) (0.0729)  (0.125) (0.202) (0.156) 
 International relations 0.308** 0.188 0.439***  0.253*** 0.188 0.296**  0.854*** - 0.782*** 

 (0.121) (0.129) (0.160)  (0.0950) (0.125) (0.135)  (0.104)  (0.115) 
 Languages  0.200** 0.355*** -0.140  0.203** 0.342*** -0.217**  0.227*** 0.322** 0.177 
 (0.0888) (0.106) (0.136)  (0.0981) (0.119) (0.0872)  (0.0725) (0.162) (0.129) 
Log of age 0.583*** 0.823*** 0.484***  0.529*** 0.624*** 0.499***  0.582*** 1.295*** 0.446* 
 (0.107) (0.148) (0.149)  (0.120) (0.151) (0.182)  (0.196) (0.450) (0.230) 
Log of squared age -0.0023*** -0.0029*** -0.00205***  -0.00223*** -0.00247*** -0.00212***  -0.00218*** -0.00411** -0.00189** 
 (0.000381) (0.000530) (0.000514)  (0.000431) (0.000548) (0.000648)  (0.000677) (0.00160) (0.000762) 
Marital status (1=married) 0.0948*** -0.0212 0.139***  0.0820*** -0.0342 0.137***  0.0793 0.0547 0.0985 
 (0.0271) (0.0356) (0.0419)  (0.0300) (0.0370) (0.0487)  (0.0554) (0.0998) (0.0741) 
Ethnicity (1=Kyrgyz) -0.0887*** -0.0136 -0.132***  -0.0156 -0.000258 -0.0268  -0.188*** -0.0746 -0.235*** 
 (0.0239) (0.0392) (0.0298)  (0.0275) (0.0406) (0.0354)  (0.0460) (0.104) (0.0510) 
Residence (1=rural) -0.232*** -0.193*** -0.271***  -0.170*** -0.189*** -0.166***  -0.433*** -0.317** -0.465*** 
 (0.0236) (0.0362) (0.0299)  (0.0253) (0.0358) (0.0340)  (0.0510) (0.123) (0.0539) 
Regions:             
 North -0.336*** -0.301*** -0.378***  -0.220*** -0.228*** -0.226***  -0.497*** -0.541*** -0.476*** 

 (0.0358) (0.0535) (0.0463)  (0.0402) (0.0561) (0.0567)  (0.0691) (0.144) (0.0784) 
 South  0.00903 -0.0189 -0.00722  -0.0337 -0.0870** -0.0399  0.00487 0.103 -0.0137 

 (0.0278) (0.0424) (0.0358)  (0.0306) (0.0442) (0.0415)  (0.0591) (0.111) (0.0688) 
Economic sector:            
 Agriculture and fishing -0.154*** -0.265*** -0.136***  -0.126 -0.293** -0.103  -0.111** -0.336*** -0.0666 

 (0.0395) (0.0916) (0.0448)  (0.117) (0.149) (0.143)  (0.0493) (0.125) (0.0540) 
 Education -0.239*** -0.141*** -0.176***  -0.220*** -0.0683* -0.196***  -0.471 -1.005*** - 

 (0.0283) (0.0370) (0.0498)  (0.0301) (0.0390) (0.0526)  (0.499) (0.148)  
 Health and social work -0.154*** -0.0709 -0.0596  -0.127*** 0.00572 -0.0770  -0.610* -0.964*** -0.164*** 
 (0.0407) (0.0501) (0.0684)  (0.0419) (0.0523) (0.0729)  (0.365) (0.313) (0.0527) 
Senior official and manager 0.450*** 0.461*** 0.419***  0.287*** 0.399*** 0.231*  0.569*** 0.521* 0.562*** 
 (0.0815) (0.149) (0.0925)  (0.107) (0.134) (0.129)  (0.109) (0.270) (0.123) 
Constant 7.469*** 6.544*** 7.885***  7.546*** 7.152*** 7.697***  7.773*** 5.191*** 8.284*** 
 (0.335) (0.461) (0.464)  (0.374) (0.470) (0.568)  (0.618) (1.460) (0.719) 
N 3074 1146 1928  1928 916 1012  1146 230 916 
Log likelihood -2766.6 -922.1 -1781.6  -1483.8 -655.2 -769.5  -1174.6 -217.1 -939.0 

Note: Standard errors in parentheses 
* p < 0.10, ** p < 0.05, *** p < 0.010 
Source: Authors calculations, LiK 2016 

Note: Standard errors in parentheses
* p < 0.10, ** p < 0.05, *** p < 0.010
Source: Authors calculations, LiK 2016
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Based on the empirical analysis of the household survey data “Life in Kyrgyzstan” for 2016, the following con-
clusions can be drawn. First, the investment in education, in particular in higher education, pays off. Second, the 
marginal return on education for women is higher than for men. It can also be said that, given the higher return on 
education for women, efforts should be made to improve the educational level of women, since the participation 
of more educated women in the labor market is rewarded with a higher income. Third, the statistically significant 
and high rate of return on education for employees, compared to the self-employers, indicates the importance of 
higher education for entering labor market, or employee to be hired. It is also worth noting that this effect is sig-
nificantly higher for wage employed women. It is appropriate here to recommend investing in education of women, 
by expanding access to education. Fourth, based on the results of the study of returns to specialization, it can be 
concluded that the popularity of certain specialties in Kyrgyzstan is closely related to the expected income from 
these specialties. Thus, according to the results of empirical analysis, the highest share of return on specialties falls 
on the most popular educational areas, such as computer science, economics and law.
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APPENDIX 

 Table A1. Description of Variables  

DEPENDENT VARIABLE 
 Earnings  Monthly income of employees, own-account workers in Soms (KGS) 
INDEPENDENT VARIABLE 
 Age  Full age in years 
 Married  1 = if individual is married, 0 = otherwise 
 Education level  
  Secondary education  1 = if individual obtained secondary level of education, 0 = otherwise 
  Technical education  1 = if individual obtained technical level of education, 0 = otherwise 
  Tertiary education 1 = if individual obtained tertiary level of education, 0 = otherwise 

 Field-of-study  
 Natural science 1 = if individual graduated from Natural science, 0 = otherwise 
 Education 1 = if individual graduated from Education, 0 = otherwise 
 Medicine 1 = if individual graduated from Medicine, 0 = otherwise 
 Engineering 1 = if individual graduated from Engineering, 0 = otherwise 
 Computer 1 = if individual graduated from Computer, 0 = otherwise 
 Agriculture 1 = if individual graduated from Agriculture, 0 = otherwise 
 Economics 1 = if individual graduated from Economics, 0 = otherwise 
 Law 1 = if individual graduated from Law, 0 = otherwise 
 International relations 1 = if individual graduated from International relations, 0 = otherwise 
 Languages 1 = if individual graduated from Languages, 0 = otherwise 

 Ethnicity   
  Kyrgyz  1 = if individual is Kyrgyz, 0 = otherwise 

 Residence  1 = if individual reside in rural area, 0 = urban area 
 Regions  
 North 1 = if individual reside in Issyk-Kul, Naryn orTalas oblast, 0 = otherwise 

 South 1 = if individual reside in Jalal-Abad, Batken or Osh oblast, 0 = 
otherwise 

 Central 1 = if individual reside in Bishkek city or Chuy oblast, 0 = otherwise 
 Sector  

 Agriculture and fishing 1 = if individual employed in Agriculture and fishing sector, 0 = 
otherwise 

 Education  1 = if individual employed in Education sector, 0 = otherwise 

 Health and social work 1 = if individual employed in Health and social work sector, 0 = 
otherwise 

 Position   
 Senior official and 

manager 1 = if individual works as Senior official and manager, 0 = otherwise 
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Customer churn analysis 
in banking sector: Evidence from 
explainable machine learning models

Abstract

Although large companies try to gain new customers, they also want to retain their old customers. Therefore, customer churn 
analysis is important for identifying old customers without loss and developing new products and making new strategic 
decisions for retaining customers. This study focuses on the customer churn analysis, that is a significant topic in banks 
customer relationship management. Identifying customer churn in banks will helps the management to classification who are 
likely to churn early and target customers using promotions, as well as provide insight into which factors should be considered 
when retaining customers. Although different models are used for customer churn analysis in the literature, this study focuses 
on especially explainable Machine Learning models and uses SHapely Additive exPlanations (SHAP) values to support the 
machine learning model evaluation and interpretability for customer churn analysis. The goal of the research is to estimate 
the explainable machine learning model using real data from banking and to evaluate many machine learning models using 
test data. According to the results, the XgBoost model outperformed other machine learning methods in classifying churn 
customers.
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1. INTRODUCTION

Customer churn is a serious issue in an era of increasingly crowded markets and increased competition amongst 
businesses (Colgate et al. 1996). According to much research, the cost of acquiring new consumers is 1/5 the cost 
of keeping existing ones (Athanassopoulos 2000). For this reason, firms prefer to retain existing customers than 
add new ones and apply policies in this direction. One of the most valuable qualities in strategies designed to de-
crease or prevent customer churn is customer behavior data in the current customer base (Ganesh et al. 2000). As 
a result, as part of a consumer strategic plan targeted at decreasing customer churn, the discovery, and exploration 
for customers with a strong desire to leave the organization, or customer churn prediction, is essential (Blattberg 
et al. 2008). 

Customer churn is a well-known issue in most sectors (Saradhi and Palshikar 2011), hence it’s critical to develop a 
perfect predictive model designed in support of customer churn that could be used to formulate customer retention 
strategy. This topic is much more important in markets where competition is high and acquiring new customers is 
more difficult than retaining existing customers. Banking is one of the sectors where analyzing customer behavior 
and estimating customer churn based on these behaviors is an essential topic of research. Customer churn analysis 
results have a large impact on the bank’s policy. Because the results of churn analysis allow banks to develop new 
customer strategies or improve existing ones. In addition, banks are critical to a country’s financial growth and de-
velopment, so the banking sector is an essential factor to the country’s and people’s financial stability. Because it is 
not always possible to get new customers in the competitive banking market, banks’ primary goal is to ensure that 
existing customers are retention. Because banks, like all companies in the service sector, are customer-oriented, 
customer relationships with banks are a priority to their long-term business achievement. Studies conducted for the 
banking sector of various countries have revealed that, due to the competitive and dynamic nature of the banking 
sector, ensuring customer satisfaction is an important policy to prevent customer churn. Developing strong rela-
tionships with their customers have an advantage to high customer satisfaction and thus customer loyalty and turns 
into the most important factor for the stability, growth, and profitability of businesses. 

In customer churn prediction in banking or other sectors, for example, a scoring approach supports the calculation 
of a potential churn probability per customer is based on their past data. The need to retain existing customers to 
maintain market share has led to an increased need for the development of various machine learning techniques for 
churn customer analysis. In customer churn prediction logistic regression (LR) is a very widespread paradigm to 
predict a churn probability since of great comprehensibility (Verbeke et al. 2012). The LR model, however, has a 
weak classification performance. On the other hand, despite the high prediction performance of the machine learn-
ing models explanation is difficult. In this study, we suggest an explainable machine learning model that combines 
the comprehensibility of logistic regression with the high classification performance of machine learning models.

2. LITERATURE REVIEW

With the advancement of techniques in the last 10-15 years, customer churn analysis studies using machine learn-
ing have grown in popularity. In the literature, it’s clear that customer churn analysis has been used in a variety of 
industries (Kawale et al. 2009). While most studies have been done for the telecommunications and communica-
tion sector, customer churn analysis has also found applications in a wide range of fields, including e-commerce, 
banking, insurance, retail trade, energy, games and entertainment, and the medical (see Ahn et al. 2006; Bose and 
Chen 2009; Khan  et al. 2010; Soeini and Rodpysh 2012; Buettgens et al. 2012; Long et al. 2012; Abbasimehr  et 
al. 2013). Because this study is a customer churn analysis application in banking, it will be focused on this sector. 
Although the factors affecting customer satisfaction and loyalty differ for all countries, there are common points 
in the studies carried out.

According to Chakiso (2015), to obtain valuable customers, satisfy customers, and ensure customer loyalty, re-
lational marketing (such as trust, bonding, communication, and reciprocity) must be used in the banking sector. 
Customers are encouraged through strong customer relationships to be always more satisfied and loyalty of bank, 
according to many studies. Conforming to Ozatac et al. (2016) the most significant determinants of customer sat-
isfaction in banking are the accuracy of the information, the responsiveness of employees, access to all services, 
ability of employees, reliability, security of financial transactions, personalization, and consistency. As determined 
by Singh et al. (2013) lead to customer satisfaction are punctuality, effective communication, direct and acceptable 



JAME, Volume : 1 -  Issue : 2 -  Year: 2021

87

information, efficient employee services in banking. Pasha and Waleed (2016) supervised a study in Pakistan to de-
termine the factors that control customer loyalty. Customer satisfaction, brand loyalty, pricing policy, and service 
quality were found to be the most important determinants of customer loyalty in their study. The development of 
relational marketing dimensions such as quality service, personalized products, reliability, personalized commu-
nication, problem management, customer education, customer engagement, and the use of new technology, have 
been improved customer empowerment, according to Chatterjee and Kamesh (2020).

Besides relationship marketing, studies show that more objective reasons play a significant role in customer loy-
alty for banking. Many customers are served by banks through a variety of channels, including ATMs, mobile 
applications, and internet banking. Customers who have become more aware of service quality could be moving 
their financial services from one bank to another for a variety of reasons, including technological advancements, 
customer-friendly service, low-interest rates, geographic closeness, and a variety of services offered. When cus-
tomers’ options for service expand, a competitive market emerges. As a result, the competition among banks im-
proves bank reliability and service quality significantly however it also increases the risk of churn to customers. In 
banking, as in many other sectors, developing a model which predicts customer is churn based on demographic, 
psychological, and transaction data is critical and in machine learning models are possible to predict who is churn 
customer and why. These predictive models have the advantage to lead to the design of personalized service and 
products and encourage customer loyalty with resulting in increased customer high satisfaction.

Mutanen (2006) offered a logistics regression-based customer churn study of the retail banking sector. Naveen et 
al. (2009) conducted detailed research with data mining techniques for churn customers that use credit cards. Bilal 
(2016) used gender, age, average monthly income, consumer status (retired, student, employed, unemployed), and 
whether the customer uses two or more bank products as control variables in the neural network model. According 
to Bilal customers that use multiple banking products are less probability of churn. Keramati et al. (2016) used 
the decision tree (DT) model to investigate churn customers in electronic banking (internet bank, telephone bank, 
mobile bank, ATM). They discovered the customers’ dissatisfaction (duration of customer engagement, number of 
customer complaints), service usage (total number of uses and transactional amounts), and demographic variables 
(age, gender, employment status, education level) are effective on customer churn. Brânduşoiu et al. (2016) used 
a big dataset that includes 21 control variables for an advanced data mining model that predict prepaid customer 
churn. He et al. (2009) utilized a prediction model based on the Artificial Neural Network(ANN) algorithm for the 
complication of customer churn in a big Chinese telecom corporation with roughly 5.2 million consumers. The 
overall accuracy rate for prediction was 91.1 percent in the study.  Nie et al. (2011) applied LR and DT models 
to predict churn customers using credit cards belonging to a Chinese bank. They discovered that the LR model 
outperformed from DT model to predict churn customers in a large dataset containing financial data from 135 
variables for 60 million customers. Rajamohamed and Manokaran (2018) compared different classification mod-
els such as the k-nearest neighbor, Support Vectors Machine, Random Forest, Decision Tree, and Naive Bayes to 
predict customer churn in banking and discovered the Support Vectors Machine model was the most accurate, fol-
lowed by the Random Forest model. Lopez-Diaz et al. (2017) compared 7 classification models for their predicting 
customer churn in a Spanish bank with 823,985 customers and observed that logistic regression was the greatest 
performance used for customer churn prediction.

In this study, in parallel with the literature, the effects of various factors such as age, income, gender, credit card 
status, and discount opportunities offered by banks on customer churn were examined with LR, DT, RF and Xg-
boost classification models.

3. METHODOLOGY

3.1. Logistic Regression Model (LR)

Logistic regression models discover the relationship among qualitative and other variables. In most models es-
tablished with logistic regression, dependent variable has only two results. Usually, the emphasized event that is 
being realized is indicated by 1 and the one which is not realized by 0. The scientific society in the domains of eco-
nomics, financial sector, and other social and environmental sciences gets now incorporated these models (Jabeur 
2017; Zheng et al. 2020). The LR model is used to estimate the likelihood of an occurring event based on a set of 
predictors. The following is the predicted output of the logistic regression:

KÖMÜRYAKAN & YILGÖR
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 (1)

In the above expression,  is a linear representation of the input variables and takes a value between -∞ and +∞, 
while  takes a value between 0 and 1. LR has several statistical flaws. Multicollinearity and decreased performance 
accuracy are two of them. 

3.2. Decision Tree

Ross Quinlan developed the C4.5 Decision Tree (DT) Classification Method as an expansion of the ID3 algorithm, 
which he previously created. These classifiers use the data samples to build a decision tree as a machine learning 
technique. The edge-based segmentation strategy is used to build decision tree models with an information gain 
metric used to select an appropriate input variable from among all the tree’s input variables. The study selects a 
test drive through n outcomes that splits the data set N, as well as, training data set into subsets (N1, N2, N3,..,Nk). 
(Ci,P) is the total number of samples in P that belong to Ci, and |P| is the total number of samples in P. The entropy 
of the set P is given by;

                                                                            (2)

The overall knowledge subject of N may be calculated after N is split with regard to the outcomes of a given char-
acteristic, about z. N’s information content may be calculated using Info (N). The entire information content of N 
is equal to the weighted sum of each subset’s entropies.

                                                                                                    (3)

The gain is given by:

                                                                                              (4)

It divides N about the test on z to give information. This is completed to choose the attribute z with the greatest 
knowledge gain. (1) Condition all the samples in a dataset fit to the same class, the decision tree generates a leaf 
node to select that class. (2) Otherwise, any input variable provides any information gain, a decision node leading 
the tree with the class’s expected value is produced. (3) If an unknown instance’s class is confronted, a decision 
node is constructed leading the tree together with the class’s expected value.

3.3. Random Forest

Random Forest (RF) is a famous ML model used for data classification (Çağlayan et al. 2020). This algorithm is 
frequently utilized in sectors such as investing (Jabeur 2017), customer management and marketing (Salminen et 
al. 2019). A group of trees underpins the RF. It is complemented with an aggregate of the prediction’s mean value, 
which is produced at the conclusion of each of the trees, reducing the lack of robustness of a single tree. Each of 
the trees is created using a subset of input variables that are picked at random. The following is an expression for 
the estimated model:

                                                                                                                           (5)

The vector of input features is x, and g(x) is a collection of the kth learner random trees. The RF final estimate is 
the mean of the outcome of the whole trees. As a result, with such weights, each individual tree has an impact on 
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(3) If an unknown instance's class is confronted, a decision node is constructed leading the tree 
together with the class's expected value. 
 
 

3.3. Random Forest 
Random Forest (RF) is a famous ML model used for data classification (Çağlayan et al. 2020). 
This algorithm is frequently utilized in sectors such as investing (Jabeur 2017), customer 
management and marketing (Salminen et al. 2019). A group of trees underpins the RF. It is 
complemented with an aggregate of the prediction's mean value, which is produced at the 
conclusion of each of the trees, reducing the lack of robustness of a single tree. Each of the trees is 
created using a subset of input variables that are picked at random. The following is an expression 
for the estimated model: 

𝑦𝑦𝑦𝑦� = 1
𝑛𝑛𝑛𝑛
∑ 𝑙𝑙𝑙𝑙𝑘𝑘𝑘𝑘(𝑥𝑥𝑥𝑥)𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1                                                                                                                               (5) 

The vector of input features is x, and g(x) is a collection of the kth learner random trees. The RF 
final estimate is the mean of the outcome of the whole trees. As a result, with such weights, each 
individual tree has an impact on the RF estimation. Corresponding to Yeşilkanat (2020), the 
Random Forest model is superior to other machine learning methods. This is due to the former' 
stability in the direction of acquiring training data from subsets automatically and shaping trees 
using random techniques. Furthermore, because the Random Forest model achieves training by 
applying bootstrapping on a randomly chosen independent subset of datasets, the overfitting 
quantity is preserved. 

 
3.4. eXtreme Gradient Boosting 

The eXtreme Gradient Boosting (XgBoost) is the model that implements Chen and Guestrin's 
(2016) gradient boosting technique. It is a widely utilized flexible tool on the way to tree boosting 
algorithm achieves cutting-edge classification and effectiveness (Mai et al. 2020). The result is 
generated by the XgBoost, which is a collection of regression trees. The following equation is used 
to arrive at the final score: 

𝑦𝑦𝑦𝑦� = ∑ 𝑙𝑙𝑙𝑙ℎ(𝑥𝑥𝑥𝑥)𝐻𝐻𝐻𝐻
ℎ=1                                                                                                                                (6) 

The number of trees in this equation is H, and the score for each tree's leaf is K. Multicollinearity 
has no effect on the XgBoost, which is an additional benefit. In order to maximize the model 
performance, XgBoost involves the selection of certain parameters. Parameter tuning is essential 
for the XGBoost to get around overfitting and too much confusion of the model. But, because the 
XgBoost utilizes multiple settings, this can be difficult. On the way to maximize the hyper-
parameter values, we applied the grid search method with cross-validation. 
 

3.5. The Performance Metrics of Classification Models 
In order to determine which of the applied machine learning classification models are more 
successful both individually and among themselves, some performance metrics must be examined 
(Çağlayan 2020). These metrics are used to assess the effectiveness of the classification method in 
use and to compare classification models. Multiple metrics of models should be considered because 
evaluating these values as a single success criterion would be incorrect. All observation in the test 
data set is replaced in the model created with the training data set in the classification models, and 
classification prediction scores are achieved. The results of comparing the predicted values with 
the actual values are used to determine how well this model predicts, as well as its success and 
performance. The confusion matrix summarizes the results of the model's accuracy in making a 
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boosting technique. It is a widely utilized flexible tool on the way to tree boosting algorithm achieves cutting-edge 
classification and effectiveness (Mai et al. 2020). The result is generated by the XgBoost, which is a collection of 
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The number of trees in this equation is H, and the score for each tree’s leaf is K. Multicollinearity has no effect on 
the XgBoost, which is an additional benefit. In order to maximize the model performance, XgBoost involves the 
selection of certain parameters. Parameter tuning is essential for the XGBoost to get around overfitting and too 
much confusion of the model. But, because the XgBoost utilizes multiple settings, this can be difficult. On the way 
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3.5. The Performance Metrics of Classification Models

In order to determine which of the applied machine learning classification models are more successful both indi-
vidually and among themselves, some performance metrics must be examined (Çağlayan 2020). These metrics are 
used to assess the effectiveness of the classification method in use and to compare classification models. Multiple 
metrics of models should be considered because evaluating these values as a single success criterion would be 
incorrect. All observation in the test data set is replaced in the model created with the training data set in the clas-
sification models, and classification prediction scores are achieved. The results of comparing the predicted values 
with the actual values are used to determine how well this model predicts, as well as its success and performance. 
The confusion matrix summarizes the results of the model’s accuracy in making a prediction, as well as the con-
clusions of the performance evaluation of the machine learning classification model. 

Figure 1. Confusion Matrix

Figure 1 shows the confusion matrix is explained as follows for a two-category classification model:

True Positive (TP); indicates that observations with a true class value of 1 are correctly predicted as 1.

True Negative (TN); indicates the situation where observations with a true class value of 0 are correctly predicted 
as 0.

False Negative (FN); shows that observations with a true class value of 1 are incorrectly evaluated as 0 as a result 
of the prediction.

False Positive (FP); shows that observations with a true class value of 0 are incorrectly evaluated as 1 as a result 
of the prediction (Deng et al. 2020).

The accuracy rate (ACC) is calculated by taking the ratio of the number of classified observations () to the total 
number of samples (). This enables the evaluation of the estimation of the value of the estimation result made with 
the classification model as 1 when the true value of a class is 1, and the case that the estimated value of the class is 
0 when the true value of the class is 0. ACC can be calculated using the following formula:
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Figure 1 shows the confusion matrix is explained as follows for a two-category classification 
model: 
True Positive (TP); indicates that observations with a true class value of 1 are correctly predicted 
as 1. 
True Negative (TN); indicates the situation where observations with a true class value of 0 are 
correctly predicted as 0. 
False Negative (FN); shows that observations with a true class value of 1 are incorrectly evaluated 
as 0 as a result of the prediction. 
False Positive (FP); shows that observations with a true class value of 0 are incorrectly evaluated 
as 1 as a result of the prediction (Deng et al. 2020). 
The accuracy rate (ACC) is calculated by taking the ratio of the number of classified observations 
(𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃 + 𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁) to the total number of samples (𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁 + 𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃 +  𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃 + 𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁). This enables the evaluation of 
the estimation of the value of the estimation result made with the classification model as 1 when 
the true value of a class is 1, and the case that the estimated value of the class is 0 when the true 
value of the class is 0. ACC can be calculated using the following formula: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =
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                                                                                                                   (7) 

With a confusion matrix, we can also calculate sensitivity and specificity rates. The sensitivity is 
the ratio of correctly classified (TP) positive input values to the total true positive values (TP + 
FN): 
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𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃 + 𝐹𝐹𝐹𝐹𝑁𝑁𝑁𝑁
                                                                                                                            (8) 

The specificity is the ratio of the correctly classified (TN) to the total positive values (TN+FP) of 
the number of observations:  
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𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁 + 𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃
                                                                                                                            (9) 

The sensitivity, specificity rate and the ACC metrics have values ranging from 0 to 1, and if they 
are close to 1, the model's performance is exceptionally good. Furthermore, sensitivity and 
specificity are inversely related, which means that as sensitivity grows, specificity decreases and 
conversely (Lambert and Lipkovich 2018).  
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With a confusion matrix, we can also calculate sensitivity and specificity rates. The sensitivity is the ratio of cor-
rectly classified (TP) positive input values to the total true positive values (TP + FN):

 (8)

The specificity is the ratio of the correctly classified (TN) to the total positive values (TN+FP) of the number of 
observations: 

 (9)

The sensitivity, specificity rate and the ACC metrics have values ranging from 0 to 1, and if they are close to 1, the 
model’s performance is exceptionally good. Furthermore, sensitivity and specificity are inversely related, which 
means that as sensitivity grows, specificity decreases and conversely (Lambert and Lipkovich 2018). 

The other metric AUC is a measurement of the entire area under the Receiver Operating Characteristic (ROC) 
curve, and it is one of the metrics used to evaluate model performance, together with the ROC curve (Jabeur et al 
2021). The AUC value ranges from 0 to 1, with a value near 1 indicating a more accurate model. The distributions 
of TN and TP do not intersect when the area under the ROC curve is large, indicating that the classes have been 
successfully separated (Mai et al 2019).

3.6. Imbalanced Classification Problems

For customer churn analysis, studies have identified an imbalanced class distribution on customer data sets. Be-
cause the sample size of churn customers is substantially less than that of non-churn customers, the following 
scenario might occur; the accuracy of the classification is high, while churn customer prediction accuracy is low. 
So, the problem with unbalanced datasets is that typical classification learning techniques are typically biased to-
wards the majority classes (referred to as “negative”), resulting in a greater misclassification rate in minority class 
occurrences (referred to as “positive” class) (Chawla 2009). The most common approach to this problem is to use 
a resampling technique to balance the class distribution of the training set before training a classification model. 
Random oversampling (ROS) and random undersampling (RUS) are two approaches for resampling (RUS). ROS, 
which consists of decreasing the data by deleting instances belonging to the majority class with the goal of equaliz-
ing the number of examples of each class; and RUS, which intends to reproduce or generate new positive examples 
in order to acquire importance (Batista et al. 2004). The main disadvantage of random undersampling is that it 
might lose potentially relevant data that could be significant in the induction process. The elimination of data is 
an important decision to make, hence many undersampling proposals include heuristics to overcome the limits of 
non-heuristic decisions. Random oversampling, on the other hand, may increase the likelihood of overfitting since 
it duplicates the minority class instances exactly. In this manner, a symbolic classifier, for example, may generate 
rules that appear to be accurate but only cover one reproduced case.

Ensemble learning (tree-based) models are another option for improving the performance of a single classifier by 
training multiple separate classifiers and integrating their outputs to produce the final choice (Kuncheva 2004). 
Cost-sensitive ensembles, on the other hand, use the ensemble learning algorithm to lead cost reduction rather 
than altering the underlying classifier in order to accept costs in the learning process. Ensemble learning models 
include Random Forest, AdaBoost, and XgBoost. Ensemble Learning models are well-known in data mining and 
machine learning for their good performance in a wide range of applications, and it may be the better alternative 
for the class imbalance problem (Wozniak 2014). For example, Ahmad et. al (2019) discovered that tree-based 
models performed better from undersampling for unbalanced classification in their customer churn analysis in the 
telecommunications sector.

prediction, as well as the conclusions of the performance evaluation of the machine learning 
classification model.  
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The sensitivity, specificity rate and the ACC metrics have values ranging from 0 to 1, and if they 
are close to 1, the model's performance is exceptionally good. Furthermore, sensitivity and 
specificity are inversely related, which means that as sensitivity grows, specificity decreases and 
conversely (Lambert and Lipkovich 2018).  

prediction, as well as the conclusions of the performance evaluation of the machine learning 
classification model.  

 
Figure 1. Confusion Matrix 

Confusion Matrix Actual Values 
0 1 

Pr
ed

ic
te

d 
V

al
ue

s 0 True Positive 
TP 

False Positive 
FP 

1 False Negative 
FN 

True Negative 
TN 
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4. DATA AND ANALYSIS

4.1. Data and Variables

This paper aims on application of machine learning models for predicting the churn customers. The research is 
based on real data from a bank. Before customer churn analysis, we need to determine churn status of customers. 
Customers who close individual loans and do not apply for new loans despite 9 months after the close date of 
the loan are included in the churn customer category and take 1 value for the dependent variable of classification 
model, however, it takes 0 value when customer applying to loan during the 9 months from the close date of loan. 
According to the calculations, 91% of the customers generally applied for the second loan within 9 months, so we 
used the 9-month criterion to determine customer churn status.

The database of a bank was used in the data collecting process, and 274,542 observations were analyzed once all 
the pre-elimination processes are completed. The most appropriate input variables which according to the local 
market conditions are selected for predicting the customer’s churn status and summarized in Table 1.

Table 1. Definition of Variables

Variable Assigned Short 
Name Definition 

churn status churn_status 
shows customer's churn category. If the customer is 
churn, it takes a value of 1, 
if is non-churn, a value of 0. 

Input Variables 
customer’s age age Shows customer’s age 

average income salary shows the average income of the customer for the last 
12 months. 

gender gender if the customer is male, it takes a value of 1, 
if is female, a value of 0. 

loan amount amount amount of customer's last used credit 

interest rate interest_rate nominal interest rate calculated to 
the customer's last used loan 

credit term duration duration of customer's last used credit (months) 

credit closing 
and early payme
nt 
(days) 

closed 
It gets negative values daily if the customer has paid the 
loan before the expiry date; positive values if the loan 
has been delayed. 

interest rate 
discount rate_discount 

if the customer is offered an interest rate discount in last 
loan compared to previous loan, it gets a value of 1 and 
in other case a value of 0. 

 
amount increase 

 
amountup 

if the customer is offered an increase in the loan amount 
in last loan compared to previous loan, it gets a value of 
1 and in other case a value of 0. 

competition 
region competition if customers live in competition region where more 

branch of other banks exist 1, if not, a value of 0. 

credit card 
status creditcard if the customer has a credit card, it takes a value of 1, if 

not, a value of 0. 

salary card card_status 
if the customer's salary card belongs to bank, it takes the 
value 0 and if it belongs to another bank, it takes the 
value of 1. 

credit count creditcount 

it shows how many individual loans the customer has 
drawn to determine the relationship with the bank. since 
it is a categorical variable, customers with 1 individual 
loan were taken as a base and 3 dummy variables were 
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4.2. Describing of Variables and Correlation Analysis

Table 2 summarizes the descriptive statistics for all variables examined in this study. When looking at the propor-
tion of outcome variable that is churn status, we see that 88.5 percent of customers are no churner and 11.6 percent 
of customers are churner. The average age of the customers that input variable is 49.5, with a standard deviation of 
12.8, and a range of 19 to 70. The mean annual salary is 309, with a low of 50 and a high of 11850. When we look 
at the categorical input variable like gender, we notice that males account for 52.3 percent of the customer while 
females account for 47.7%. In other input variables, it can be interpreted the same way.

Table 2. Descriptive Statistics of Variables

We have calculated the correlation coefficients before using machine-learning techniques to ensure that the input 
variable selection is accurate. Figure 2 shows the pairwise Spearman`s rank correlation among the variables in our 
study:
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Variables Statistics / 
Frequency Variables Statistics / 

Frequency Variables Statistics / 
Frequency 

churn 
status 

No-
churn ( 88.5% ) 

Churn ( 11.5% ) 
 

interest 
rate 

Mean (sd) : 28.4 
(2.2) 

min ≤ med ≤ max: 

14 ≤ 28.2 ≤ 39   

competition 
No ( 73.0% ) 

Yes ( 27.0% ) 
 

age 

Mean (sd): 49.5 
(12.8) 

min ≤ med ≤ max: 

19 ≤ 52 ≤ 70   

duration 

Mean (sd): 29.2 
(10.5) 

min ≤ med ≤ max: 

3 ≤ 36 ≤ 156   

credit 
card 

No ( 31.5% ) 

Yes ( 68.5% ) 
 

salary 

Mean (sd): 309 
(250.9) 

min ≤ med ≤ max: 

50 ≤ 199.6 ≤ 11850   

closed 

Mean (sd): -370.6 
(378.9) 

min ≤ med ≤ max: 

-1820 ≤ -264 ≤ 120   

card 
status 

No ( 92.7% ) 

Yes ( 7.3% ) 
 

gender 
Male ( 52.3% ) 

Female ( 47.7% ) 
 

rate 
discount 

No ( 39.7% ) 

Yes ( 60.3% ) 
 

credit 
count 

1 ( 41.2% ) 

2 ( 46.0% ) 

3 ( 10.3% ) 

4+ ( 2.5% ) 
 

credit 
amount 

Mean (sd): 2558.4 
(2132.8) 

min ≤ med ≤ max: 

300 ≤ 2000 ≤ 20000   

amount 
up 

No ( 31.1% ) 

Yes ( 68.9% ) 
 

 
We have calculated the correlation coefficients before using machine-learning techniques to ensure 
that the input variable selection is accurate. Figure 2 shows the pairwise Spearman`s rank 
correlation among the variables in our study: 
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Figure 2. Spearman’s Correlation Heatmap
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Table 3. The Performance of Machine Learning Models in Testing Data

Table 3 expresses the results computed with the advanced machine-learning models such as Logistic regression 
(LR), Decision Tree (DT), Random Forest (RF), and XgBoost. We used the caret package in R for model estimates 
in the training dataset and parameter turning to deal with the overfitting problem and model performance boosting. 
To calculate hyperparameters, we used 5-cross validation and the grid search method. First, we used the Logistic 
regression model; while its sensitivity (0.9896) is high, its specificity (0.5693) is very low, so we cannot conclude 
that the LR model is very accuracy model in classification. For the Decision Tree model, the complexity parameter 
is estimated to be 0.0012. Although the DT model’s sensitivity (0.9819), specificity (0.8296), ACC (0.9410) and 
AUC (0.9510) are acceptable, it cannot be considered the best model. The maximum depth parameter, which is the 
number of variables randomly sampled as candidates at each split, is calculated as 4 for the Random Forest model. 
Although the performance of the RF model is very good, it still cannot be said to be the best model. We used the 
XgBoost model and determined that the optimal number of tree sizes was 130. Because of the values of sensitivity 
(0.9854), specificity (0.8504), accuracy (0.9697), and AUC (0.9850), as well as the closeness of these metrics to 
1, the XgBoost model had a higher predictive performance in the test data set when all models were compared. 
To emphasize, we would like to point out that a more accurate estimation of the churned customer (positive class) 
is more important for customer churn analysis, so having a higher specificity rate is more advantageous for us. 
Consequently, the area under of Receiver Operating Characteristic (ROC) curve plotted for XgBoost is higher 
compared to other machine learning models.    

Figure 3. Compare of Receiver Operating Characteristic (ROC) Curves

          Source: Authors ‘own calculation from the dataset.

It is useful to know the proportional contributions of all factors on the final forecast outcome when predicting the 
churner. Lundberg et al. (2018) recently suggested the SHAP to assess the significance of specific characteristics. 
This can benefit in balancing the accuracy and interpretability of black-box machine-learning models. The impor-
tance of variables is shown in Figure 4.
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caret package in R for model estimates in the training dataset and parameter turning to deal with 
the overfitting problem and model performance boosting. To calculate hyperparameters, we used 
5-cross validation and the grid search method. First, we used the Logistic regression model; while 
its sensitivity (0.9896) is high, its specificity (0.5693) is very low, so we cannot conclude that the 
LR model is very accuracy model in classification. For the Decision Tree model, the complexity 
parameter is estimated to be 0.0012. Although the DT model's sensitivity (0.9819), specificity 
(0.8296), ACC (0.9410) and AUC (0.9510) are acceptable, it cannot be considered the best model. 
The maximum depth parameter, which is the number of variables randomly sampled as candidates 
at each split, is calculated as 4 for the Random Forest model. Although the performance of the RF 
model is very good, it still cannot be said to be the best model. We used the XgBoost model and 
determined that the optimal number of tree sizes was 130. Because of the values of sensitivity 
(0.9854), specificity (0.8504), accuracy (0.9697), and AUC (0.9850), as well as the closeness of 
these metrics to 1, the XgBoost model had a higher predictive performance in the test data set when 
all models were compared. To emphasize, we would like to point out that a more accurate 
estimation of the churned customer (positive class) is more important for customer churn analysis, 
so having a higher specificity rate is more advantageous for us. Consequently, the area under of 
Receiver Operating Characteristic (ROC) curve plotted for XgBoost is higher compared to other 
machine learning models.     

 
Figure 3. Compare of Receiver Operating Characteristic (ROC) Curves 

 
Source: Authors ‘own calculation from the dataset. 
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Figure 4. The Shapley values of XgBoost Model.

        Source: Authors ‘own calculation from XgBoost Model.

Figure 3 shows the importance of the variables with the effects of the variables. A Shapley value for a feature and 
an instance is represented by each point on the summary plot. The feature is demonstrated on the y-axis position, 
while the Shapley value is demonstrated on the x-axis position. The value of the feature is represented by the color, 
which ranges from low to high. To get a meaning of the Shapley value per input variable, the overlapping points 
are jittered in the y-axis direction. The features are ranked from the most important to the least important one. 
The 5 most important variables to explain customer churn status are the customer is offered a higher loan amount 
compared to the previous loan (amount up), early payment of credit or delaying credit (closed), the customer is 
offered a lower interest rate compared to previously loan (rate discount), the number of credits (credit count 2) 
and the duration of customer’s last used credit (duration). Shapley values show that when an interest rate discount 
(rate discount) and more loan amount (amount up) is determined is applied to a new loan, the probability of churn 
decreases. In addition, if the number of credits (credit number 2, credit number 3, credit number 4 +) increases, 
the probability of churn decreases. Interestingly, a decrease in the duration of the previous loan and having a credit 
card (card status) reduces the probability of customer churn. However, the probability of churn increases as the 
customer’s age rises and another bank provides a monthly salary to customers with their own bank card (this is due 
to the change in the customer’s workplace). Furthermore, the interest rate of credit and the customer to live in the 
competitive region increases the probability of churn.

5. CONCLUSION

In this paper, we proposed ML methods for predicting customer churn. The machine learning predictive models 
need to achieve high AUC values. Firstly, to test and train the model, the sample dataset is divided into 80% for 
training and 20% for testing. For validation and hyperparameter tuning, we selected to use 5-fold cross-validation. 
In addition, we contended with another problem: the data was not balanced and only about 11.5% of the dataset 
had included churn customers. To solve this problem, undersampling methods or tree base algorithms are sug-
gested, so we applied the tree-based models such as Decision Tree, Random Forest, and XgBoost. The XgBoost 
outperformed for each metric, with an AUC of 96.97 percent and the Random Forest model comes in second. 

Shapley values present the most important variable that explains the churn status of the customers and it indicated 
positive or negative effect of input variables for XgBoost model. In general, the important reasons that increase the 
risk of churn of the customer are the fact that the salary card belongs in another bank in the next period and that the 

It is useful to know the proportional contributions of all factors on the final forecast outcome when 
predicting the churner. Lundberg et al. (2018) recently suggested the SHAP to assess the 
significance of specific characteristics. This can benefit in balancing the accuracy and 
interpretability of black-box machine-learning models. The importance of variables is shown in 
Figure 4. 

 
Figure 4. The Shapley values of XgBoost Model. 

 
Source: Authors ‘own calculation from XgBoost Model. 

 
Figure 3 shows the importance of the variables with the effects of the variables. A Shapley value 
for a feature and an instance is represented by each point on the summary plot. The feature is 
demonstrated on the y-axis position, while the Shapley value is demonstrated on the x-axis position. 
The value of the feature is represented by the color, which ranges from low to high. To get a 
meaning of the Shapley value per input variable, the overlapping points are jittered in the y-axis 
direction. The features are ranked from the most important to the least important one. The 5 most 
important variables to explain customer churn status are the customer is offered a higher loan 
amount compared to the previous loan (amount up), early payment of credit or delaying credit 
(closed), the customer is offered a lower interest rate compared to previously loan (rate discount), 
the number of credits (credit count 2) and the duration of customer's last used credit (duration). 
Shapley values show that when an interest rate discount (rate discount) and more loan amount 
(amount up) is determined is applied to a new loan, the probability of churn decreases. In addition, 
if the number of credits (credit number 2, credit number 3, credit number 4 +) increases, the 
probability of churn decreases. Interestingly, a decrease in the duration of the previous loan and 
having a credit card (card status) reduces the probability of customer churn. However, the 
probability of churn increases as the customer's age rises and another bank provides a monthly 
salary to customers with their own bank card (this is due to the change in the customer's workplace). 
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customer inhabits in the competitive region where there are other alternatives to take credit. The most important 
reason that increases the probability of churn is that the applied credit interest is high, which in turn reduces the 
customer’s ability to repay the loan and shifts the customer towards the other bank that offers more favorable in-
terest rates for subsequent loans. The customer’s relationship with the bank is a critical component in minimizing 
the risk of customer churn. If the customer has a longer-term relationship with the bank, then the customer will 
benefit from the advantages offered by the bank’s loyalty program and will maintain the relationship with the bank 
for a long time. In addition, applying the interest rate discount and upping the amount of credit to the customer 
decreases the risk of churner. 

Our results suggest that building a model that can accurately anticipate customer retention might have some 
management and financial consequences for banking in order to reduce the probability of churn. Firstly, correctly 
classifying a customer as a churner or non-churner helps decrease the expenses associated with misclassification. 
Second, our findings show that academics and practitioners do not have to rely exclusively on conventional meth-
odology as logistic regression for predicting customer churn. Finally, our findings suggest management recom-
mendations for improving the decision-making process in the context that customer churn prediction. Banks and 
financial institutions may use XgBoost models to correctly identify clients who are at risk of churn, focus their 
efforts on them, and potentially get profit. Companies should more focus on customer retention policies rather than 
concentrating on new target markets, which are generally difficult to gain. So, the findings of the machine-learning 
techniques of this research could have a variety of policy implications for customer relationship management and 
the marketing strategy of the company. In the future, more explainable machine learning methods should be used, 
and models with higher performance should be suggested for predicting customer churn.
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Income inequality-labor productivity 
relationship: CS-ARDL approach*

Abstract

With the acceleration of globalization, “Reducing Inequalities”, which is the 10th of the sustainable development goals, has 
started to attract more attention in the world. Many factors lead to inequality. Therefore, inequality requires consensus and 
strength at the interdisciplinary, local, national, and international levels. The leading indicator of inequality is income inequality. 
Its measurability and widespread impact are sources of its importance and priority. Unfair income distribution might have 
unfavorable effects on employees such as being more reluctant to work and the well-being of workers. In addition, if workers 
believe they earn less than they deserve, this might negatively affect the labor productivity. Ultimately, this process may cause 
countries to reduce their production output.

This study aims to explore the link between income inequality and labor productivity among 31 countries in Europe with the 
period of 2005-2019. To do this, a cross-sectional auto-regressive distributed lag model (CS-ARDL) is employed. According to 
the results, wage inequality damages the productivity of labor. A 1% increase in the wage inequality reduces labor productivity 
by 0.16%. Moreover, the unequal income distribution has an explanatory power of approximately 33% on the decrease in 
productivity. This helps to determine the possible effects of the unequal income distribution leading towards two targets. These 
targets are to create an efficient wage structure and eliminate the destructive effects of inequality, respectively. In terms of the 
policy effectiveness, simultaneous application of tools may be more beneficial.
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1. INTRODUCTION

In Brundtland Report (1987), the definition of sustainable development (SD) is “the needs of the present 
without compromising the ability of future generations to meet their own needs.” The SD, led by the Unit-
ed Nations (UN), includes 17 objectives and many sub-objectives for achieving a sustainable future. The 
UN prioritized three SD goals from 2015 to 2030. One of the three main objectives is to “fight inequality 
& injustice.” Its inclusion in this emergency plan demonstrates the importance of the subject (The Global 
Goals 2021). 

The importance of inequality is related to its effects on various areas. In this respect, inequality negatively 
affects the well-being of individuals. It also affects the productivity level of the labor (hence, the economy). 
Moreover, inequality disrupts resource allocation. Therefore, it is a concern of sustainability because of the 
limited resources. One aspect of inequality is a waste of resources when the advantaged group has more 
resources than they need. On the other hand, disadvantaged groups have fewer resources, which they have 
to share. 

Terminologically, not being equal in status, rights and opportunities is defined as inequality. This issue has 
different manifestations (Afonso et al. 2015: 1). Income or wage inequality is the most popular inequality 
measurement in social sciences. Uneven income distribution among the population is the definition of in-
come inequality. Unequal wage distribution is a source of income inequality. On the opposite side, a fair 
wage allocation has the criteria of equal pay for equal work (Meidner and Rehn, 1957 cited in Policardo et 
al. 2018: 3). Income inequality sourced from wages occurs when work and wages are out of balance.

Usually, the formation mechanism of inequality is the focus of scientific research. However, if one would 
like to reduce income inequalities for a sustainable society, knowing about the consequences of inequal-
ities can pave the way for determining for which, how much and how the necessary tools are applicable. 
In addition, income is one of the basic human needs for individuals and households. A sufficient and fair 
income level is a requirement to sustain the well-being. Moreover, equitable and effective wage level is 
also significant for the firms, industries, and economy. Unequal income distribution can cause employees 
to lose their enthusiasm and thus, to lower productivity and output per employee. Therefore, a sustainable 
economy might be exposed to unequal distribution negatively. On the productivity side, it is a rate between 
input and output. In addition, this ratio calculates the efficiency level of inputs such as capital and labor. 
Countries should measure and raise their productivity levels if they are enthusiastic about the high growth 
rates and competitiveness. Additionally, productivity data is beneficial to evaluate the performance of labor 
and product markets (Krugman 1994: 1). Labor productivity in the labor market has influences on the effi-
cient wage level. More productive workers get higher wages than fewer ones. Ultimately, all workers get 
the wages they deserved.

Income inequality increases when income is distributed unjustly and disproportionately among workers. 
Rising inequality rates are mainly due to the financial liberalization and trade globalization (Stiglitz 2013: 
59). Unequal income distribution is especially true for the manufacturing sector. Technological progress 
in this sector causes an increase in productivity and reduces the need for employment. At the same time, 
changes in the employment structure are favor more skilled workers and against unskilled workers. In 
addition, differences in skills generally lead to differences in wages (Stiglitz 2013: 61). Wages, which are 
especially optimal wages, differ based on industry, sector, and firm (Stiglitz 1982: 78). 

Moreover, productivity and wage level have a bidirectional relationship. Productive workers may receive 
higher wages, or higher wage levels increase their productivity by leading workers to exert more effort. The 
structure is also significant for perceived fairness in wages. If workers believe that the wage structure is not 
equitable, belief in inequality is on hand. Akerlof (1984) and Akerlof & Yellen (1986) argue that employees 
put in less effort if they believe they are underpaid (cited in Liu 2002: 454). If workers believe that the wage 
structure is unjust, their belief would reinforce the reality of income inequality.

There is a wealth of literature related to inequality and productivity measurement focusing on the effect of 
productivity on wage or vice versa. There are only a few papers directly mentioning the link between wage 
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inequality and productivity level. Moreover, inequality indicators generally use the Gini coefficient and firm or 
sector data but not country-level. Related studies do not examine the variables for the long-run relationship. In the 
light of this information, our contribution to the literature is in three aspects. The first contribution is using the in-
come quintile share ratio as an inequality indicator. The latter is to use the country-level panel data and the last con-
tribution is the estimation of long-run coefficients by employing the cross-sectional panel cointegration technique. 

In this regard, the second section covers a literature review. The third section gives information about the data and 
the methodology. The last section reveals the empirical results.

2. LITERATURE

Factor productivity has been a topic of much thought and discussion within the field, especially for economics. 
There is a large and diverse literature on productivity. Some of them examine the determinants of productivity 
such as Isaksson (2007), Choudhry (2009), Islam (2008), Isaksson and Ng (2006), Khan et al. (2011), Loko and 
Diouf (2009), Kose et al. (2009), Aghion et al. (2009). Some papers also investigate regional or spatial differences 
in productivity or unequal productivity distribution (i.e. He et al. 2017; Ezcurra et al. 2007).

Another group argues the historical process of macroeconomic variables with inequality and productivity. Paul 
(2020) focuses on the historical process of inequality and productivity. He finds that rising inequality and low 
productivity are predictors of crises for 17 countries’ different crisis dates. Meager and Speckesser (2011) also 
find that the growth of productivity and wages depicts simultaneous movement for 25 countries during 1995-2009.

Additionally, the related literature investigates the connection between productivity and income inequality. How-
ever, the direction of the effect is from productivity to inequality as in technical changes based on skill biases. The 
skill-biased shifts suggest that innovations in production technology are against the low-skilled labor but not the 
skilled ones. As a result, there might be a wage gap between more and low-skilled laborers. More skilled laborers 
benefit from a rise in total factor productivity, but inequality worsens. Some of the other studies in the literature 
could be listed as Gries and Naudé (2018), Hornbeck and Moretti (2018), Maoz and Sarid (2021), Fuentes et al. 
(2014), Kampelmann and Rycx (2012), Caroli and Van Reenen (2001) and Leung (2001).

Some papers investigate the wage effects on productivity level or wage efficiency theory arguing that an increase in 
(real) wages stimulates productivity in labor. Furthermore, we account literature such as Basril et al. (2018), Stans-
bury and Summers (2018), Trpeski, et al. (2016), Cohn et al. (2015), Feldstein (2008), Zhang and Liu (2013), Her-
man (2020), Levine (1992), Akerlof and Yellen (1990), Spitz (1989), Levine (1989), Rebitzer (1987), Katz (1986).

The last group of literature and the focus of this study are related to the income inequality effects on labor produc-
tivity. However, scholars rarely investigate the unequal determination of the wages’s effects on productivity level 
(Policardo et al. 2018: 2-3; Espoir and Ngepah 2020: 2612). Thus, papers studying on the connection between 
inequality and productivity are limited. Here, some examples of the most relevant studies and their findings are 
provided.

Freeman and Medoff (1984) are pioneering works analyzing the connection between inequality and productivity. 
They focus on union and nonunion workers for selected sectors in the United States. They reveal that wages are 
more homogeneous in unionized firms. Hence, inequality is low in these firms and this reduction might exist be-
cause of union workers’ preferences and ideas about fairness. They also state that workers in the unionized com-
panies are more productive. Productivity growth might be due to “industrial relations climate” and “more rational, 
professional management” (cited in Liu 2002: 455).

Liu (2002) examines the manufacturing industries following wage inequality and industrial productivity. Liu in-
vestigates the effects of wage inequality in the context of relative deprivation and efficient wage. Sen’s index is 
a measurement for determining the relative deprivation and efficient wage levels. Sample countries are Taiwan 
(1979-1996) and South Korea (1993-1996). In the regression analysis of this study, the hourly output of labor is a 
dependent variable, and the Sen index for aggregated relative deprivation is one of the explanatory variables. The 
Gini index is inside the Sen’s index, which is a tool for measuring the extent of economic deprivation in society as 
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aggregate or relative deprivation.  Regression results revealed that workers are reluctant when payments are less 
than they deserve. The coefficients of relative deprivation are highly negative for the two countries. However, this 
result is not consistent with the literature in which efficient wage affects industrial productivity. He also found that 
relative deprivation and efficient wages are more important than wage inequality.

Kim and Sakamoto (2008) examine the American manufacturing industry ranging from 1979 to 1996. They use 
productivity data for 72 manufacturing industries and the Gini index. Other variables are real capital stock, ma-
terial cost spent, and the number of workers. Their results are not proof of the skill-biased technological-change 
argument and they find that wage inequality negatively affects productivity. The Gini coefficient is – 0.15 and 
statistically valid for the second model.  1% increase in inequality causes 0.15 % decrease in productivity on av-
erage. The general interpretation of the coefficients is that the relationship between inequality and productivity is 
significantly negative if the model has fixed effects for industry and year.

Mahy et al. (2009) evaluate the effect of inequality on productivity level with wage dispersion for Belgium. Wage 
dispersion is a measure for wage differentials between similar workers. They calculate conditional wage inequality 
using Winter-Ebmer and Zweimüller (1999) methodology. They also use age, education, sex, gross income, work-
ing hours, and occupation and sector employers, number of employees, wage bargaining. The results of ordinary 
least squares demonstrate that there is a relationship between wage dispersion and productivity. Namely, a small 
wage dispersion might be detrimental to productivity. Moderate wage increases are beneficial to firm performance. 
Hibbs and Locking (2000) also analyze wage dispersion for Sweden from 1960 through 1980. Model’s variables 
are hourly wage distribution and value-added per worker. They reveal that a reduction in interindustry wage differ-
ences might lead to a productivity improvement.

DiPietro (2014) uses productivity growth as a dependent variable, an average annual Gini coefficient from 2000 
to 2010. Six control variables are included in the model such as the level of economic development, the amount 
of human capital, the size of the private sector, wage flexibility, and government waste. He employs regression 
analysis to examine the cross-country data. Unfortunately, he does not mention which countries are included in 
his work. He reports that the coefficient of Gini is approximately -0.78 if there is only one explanatory variable. If 
control variables are included to the models one by one, this value becomes – 0.99.

Policardo et al. (2018) investigate that wage inequality and labor productivity for 34 Organisation for Economic 
Co-operation and Development (OECD) countries. They use generalized methods of moments for the period of 
1995-2007. Labor productivity per hour worked is used as the dependent variable; the Gini index is employed as 
the independent variable. Control variables are Gross Domestic Product per capita, fertility, life expectancy, annual 
hours per worker, and total employed population rate. They find that wage inequality harms labor productivity. The 
coefficient of this effect is about -0.06 in which a one-dollar increase in the inequality index causes 6 cent decrease 
in labor productivity.

Britton and Propper (2016) investigate the impact of teacher pay on school productivity in England. They collect 
cross-sectional data from more than  3000 schools and around 200.000 teachers .  Variables used in the analysis are 
school performance and the wage gap. Moreover, the school efficiency is the added value of the school measures 
by national tests. They depict that the teachers respond to the low payments. An unforeseen 10% change in the 
wage gap worsens school performance by 2%. A larger wage gap between formal payments and non-labor market 
wage levels reduces the school productivity.

Espoir and Ngepah (2020) examine the effects of income inequality on total factor productivity based on location 
and distance for South Africa. For this purpose, they apply the spatial econometric technique and use municipal 
panel data from 1995 to 2015. Their findings conclude that there are positive spatial interactions in the effects of 
income inequality on total factor productivity. It means that there is a neighboring effect among the municipalities. 
They further reveal that the impact of income inequality on productivity is negative for the direct effect and it is 
positive for the indirect effect. Municipalities (with high inequality) transfer jobs, investments, and skilled labor to 
municipalities (with medium income inequality and high-income opportunities).

Da Silveira and Lima (2021) investigate the endogenous macroeconomic fluctuations with the effects of wage 
inequality.  They employ the frequency distribution at the micro-dynamic base. Their results demonstrate that the 
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labor productivity is changeable across workers depending on different levels of wages. They also provide empir-
ical evidence for the endogeneity of labor productivity and the persistency of wage inequality.

3. DATA AND METHODOLOGY 

This chapter gives information about the the data and the methodology

3.1. Data

Finding sufficient and powerful data is usually difficult if one would like to examine unequal income distribution. 
This is because some indicators could be available for restricted periods and countries. Missing observations might 
be notable. Collecting two variables (labor productivity and income inequality) from the same source contributes 
to the availability and robustness of the data. In this vein, Statistics of the European Commission (Eurostat) has 
various and qualified data related to income inequality and labor productivity. Inequality of income is the mea-
surement of the S80/S20 income quintile share ratio. This ratio is the household income ratio obtained by dividing 
the top 20% by the bottom 20%. The second variable is labor productivity calculated per person employed and 
hour worked (EU27_2020=100). The logarithmic transformations of variables as log_inc and log_pro representing 
income inequality and labor productivity are employed for the analysis, respectively. 

The sample period ranges from 2005 to 2019 for 31 countries in Europe. These countries are Austria, Belgium, 
Bulgaria, Croatia, Cyprus, Czechia, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ire-
land, Italy, Latvia, Lithuania, Luxembourg, Malta, Netherlands, Norway, Poland, Portugal, Romania, Slovakia, 
Slovenia, Spain, Sweden, Switzerland, and United Kingdom.

3.2. Methodology

This section provides information concerning the co-integration approach used to estimate the long-run coeffi-
cients in the study. The cross-sectional dependence and the stationary tests are necessary before the estimation of 
the long-run coefficients. The methodology of Frees (1995) to test the existence of the cross-sectional dependence 
is explained below: 

          (1)

where  represents the Spearman rank correlation coefficient between the ith and jth units. The cross-section depen-
dence tests of Pesaran (2004), Frees (1995), and Friedman (1937) are initially used in this study.  However, test 
statistics come up with some contradictory results. Pesaran and Friedman tests confirm the null hypothesis sug-
gesting that there exists no cross sectional dependence across units in the panel but Frees test does not. Therefore, 
we conclude that there is cross-sectional dependence across units according to DeHoyos and Sarafidis (2006: 494). 

Having found that there is a cross-sectional dependence among units, we should use the unit root test allowing 
cross-sectional dependence Because of the unbalanced panel data, we can apply Pesaran’s (2007) methodology. 
Pesaran developed the cross-sectionally augmented Dickey-Fuller (CADF) statistics. In the process, he calculated 
a general panel unit root statistics by using unit root statistics of each cross-section in a panel data (Koçbulut and 
Altıntaş 2016: 16). CIPS is a general test statistic for unit root (Pesaran 2007: 276):

         (2)
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Dickey-Fuller (CADF) statistics. In the process, he calculated a general panel unit root statistics 
by using unit root statistics of each cross-section in a panel data (Koçbulut and Altıntaş 2016: 
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where 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) is the CADF statistic for the i. cross-section unit based on CADF 
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69).  

Because of the connected units, the existence of a small sample (micro panel), and 
having different integration levels for series, the panel auto-regressive distributed lag (ARDL) 
model is the most suitable for the long-run coefficient estimation. Deviations from long-run 
equilibrium are significant than short-run equilibrium. Therefore, the long-run relationship 
between variables and unbiasedness are favorable in the estimation process (Granger 1986: 
213). We run the ARDL approach under the integration level of I(1)  for dependent variable and 
I(0) for  explanatory variable (Pesaran et al. 2001: 315). The fundamental model of ARDL (px, 
py) with respect of dependent and independent variables (Ditzen 2018: 6):  
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of long-run β and average group (Ditzen 2018: 6): 
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estimators. CS-ARDL technique calculates the long-run coefficients from short-run coefficients 
and includes cross-sectional average. Extended version of equation 3 is explained below 
(Ditzen 2018: 9): 
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i. Adding the cross-sectional mean to the formula can remove cross-sectional dependence in 
the errors. Thus, the estimation fulfills the validity criteria (Erülgen et al. 2020: 9). 

4. Analysis 
At the beginning of the analysis, a related cross-sectional dependence test is necessary 

to check the possible correlations among units. The null hypothesis consists of a cross-sectional 
independence argument (DeHoyos and Sarafidis 2006: 492). The test statistics of Frees is 5.589 
and critical values are 0.2828 (0.10), 0.3826 (0.05), and 0.5811 (0.01). Because Frees' statistics 
are bigger than critical values, we reject the null hypothesis suggesting the cross-sectional 
independence. After that, we implement cross-sectional augmented Dickey Fuller method. The 
results are reported in Table 1.  
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i. Adding the cross-sectional mean to the formula can remove cross-sectional dependence in 
the errors. Thus, the estimation fulfills the validity criteria (Erülgen et al. 2020: 9). 

4. Analysis 
At the beginning of the analysis, a related cross-sectional dependence test is necessary 

to check the possible correlations among units. The null hypothesis consists of a cross-sectional 
independence argument (DeHoyos and Sarafidis 2006: 492). The test statistics of Frees is 5.589 
and critical values are 0.2828 (0.10), 0.3826 (0.05), and 0.5811 (0.01). Because Frees' statistics 
are bigger than critical values, we reject the null hypothesis suggesting the cross-sectional 
independence. After that, we implement cross-sectional augmented Dickey Fuller method. The 
results are reported in Table 1.  
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Having found that there is a cross-sectional dependence among units, we should use the 
unit root test allowing cross-sectional dependence Because of the unbalanced panel data, we 
can apply Pesaran's (2007) methodology. Pesaran developed the cross-sectionally augmented 
Dickey-Fuller (CADF) statistics. In the process, he calculated a general panel unit root statistics 
by using unit root statistics of each cross-section in a panel data (Koçbulut and Altıntaş 2016: 
16). CIPS is a general test statistic for unit root (Pesaran 2007: 276): 
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having different integration levels for series, the panel auto-regressive distributed lag (ARDL) 
model is the most suitable for the long-run coefficient estimation. Deviations from long-run 
equilibrium are significant than short-run equilibrium. Therefore, the long-run relationship 
between variables and unbiasedness are favorable in the estimation process (Granger 1986: 
213). We run the ARDL approach under the integration level of I(1)  for dependent variable and 
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of long-run β and average group (Ditzen 2018: 6): 
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i. Adding the cross-sectional mean to the formula can remove cross-sectional dependence in 
the errors. Thus, the estimation fulfills the validity criteria (Erülgen et al. 2020: 9). 

4. Analysis 
At the beginning of the analysis, a related cross-sectional dependence test is necessary 

to check the possible correlations among units. The null hypothesis consists of a cross-sectional 
independence argument (DeHoyos and Sarafidis 2006: 492). The test statistics of Frees is 5.589 
and critical values are 0.2828 (0.10), 0.3826 (0.05), and 0.5811 (0.01). Because Frees' statistics 
are bigger than critical values, we reject the null hypothesis suggesting the cross-sectional 
independence. After that, we implement cross-sectional augmented Dickey Fuller method. The 
results are reported in Table 1.  
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i. Adding the cross-sectional mean to the formula can remove cross-sectional dependence in 
the errors. Thus, the estimation fulfills the validity criteria (Erülgen et al. 2020: 9). 

4. Analysis 
At the beginning of the analysis, a related cross-sectional dependence test is necessary 

to check the possible correlations among units. The null hypothesis consists of a cross-sectional 
independence argument (DeHoyos and Sarafidis 2006: 492). The test statistics of Frees is 5.589 
and critical values are 0.2828 (0.10), 0.3826 (0.05), and 0.5811 (0.01). Because Frees' statistics 
are bigger than critical values, we reject the null hypothesis suggesting the cross-sectional 
independence. After that, we implement cross-sectional augmented Dickey Fuller method. The 
results are reported in Table 1.  
 

further reveal that the impact of income inequality on productivity is negative for the direct 
effect and it is positive for the indirect effect. Municipalities (with high inequality) transfer jobs, 
investments, and skilled labor to municipalities (with medium income inequality and high-
income opportunities). 

Da Silveira and Lima (2021) investigate the endogenous macroeconomic fluctuations 
with the effects of wage inequality.  They employ the frequency distribution at the micro-
dynamic base. Their results demonstrate that the labor productivity is changeable across 
workers depending on different levels of wages. They also provide empirical evidence for the 
endogeneity of labor productivity and the persistency of wage inequality. 

3. Data and Methodology  

            This chapter gives information about the the data and the methodology 

3.1. Data 
Finding sufficient and powerful data is usually difficult if one would like to examine 

unequal income distribution. This is because some indicators could be available for restricted 
periods and countries. Missing observations might be notable. Collecting two variables (labor 
productivity and income inequality) from the same source contributes to the availability and 
robustness of the data. In this vein, Statistics of the European Commission (Eurostat) has 
various and qualified data related to income inequality and labor productivity. Inequality of 
income is the measurement of the S80/S20 income quintile share ratio. This ratio is the 
household income ratio obtained by dividing the top 20% by the bottom 20%. The second 
variable is labor productivity calculated per person employed and hour worked 
(EU27_2020=100). The logarithmic transformations of variables as log_inc and log_pro 
representing income inequality and labor productivity are employed for the analysis, 
respectively.  

The sample period ranges from 2005 to 2019 for 31 countries in Europe. These countries 
are Austria, Belgium, Bulgaria, Croatia, Cyprus, Czechia, Denmark, Estonia, Finland, France, 
Germany, Greece, Hungary, Iceland, Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta, 
Netherlands, Norway, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, Sweden, 
Switzerland, and United Kingdom. 

3.2. Methodology 
This section provides information concerning the co-integration approach used to 

estimate the long-run coefficients in the study. The cross-sectional dependence and the 
stationary tests are necessary before the estimation of the long-run coefficients. The 
methodology of Frees (1995) to test the existence of the cross-sectional dependence is explained 
below:  

𝑅𝑅𝑅𝑅𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = �𝑛𝑛𝑛𝑛2�
−1 ∑ 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖<𝑖𝑖𝑖𝑖          (1) 

where 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 represents the Spearman rank correlation coefficient between the ith and jth 
units. The cross-section dependence tests of Pesaran (2004), Frees (1995), and Friedman (1937) 
are initially used in this study.  However, test statistics come up with some contradictory results. 
Pesaran and Friedman tests confirm the null hypothesis suggesting that there exists no cross 
sectional dependence across units in the panel but Frees test does not. Therefore, we conclude 
that there is cross-sectional dependence across units according to DeHoyos and Sarafidis (2006: 
494).  
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levels for series, the panel auto-regressive distributed lag (ARDL) model is the most suitable for the long-run coef-
ficient estimation. Deviations from long-run equilibrium are significant than short-run equilibrium. Therefore, the 
long-run relationship between variables and unbiasedness are favorable in the estimation process (Granger 1986: 
213). We run the ARDL approach under the integration level of I(1)  for dependent variable and I(0) for  explan-
atory variable (Pesaran et al. 2001: 315). The fundamental model of ARDL (px, py) with respect of dependent and 
independent variables (Ditzen 2018: 6): 

       (3)

where the lag length of y and x are px,py, respectively. If we calculate the coefficients of long-run β and average 
group (Ditzen 2018: 6):

         (4)

In calculating 

 

Having found that there is a cross-sectional dependence among units, we should use the 
unit root test allowing cross-sectional dependence Because of the unbalanced panel data, we 
can apply Pesaran's (2007) methodology. Pesaran developed the cross-sectionally augmented 
Dickey-Fuller (CADF) statistics. In the process, he calculated a general panel unit root statistics 
by using unit root statistics of each cross-section in a panel data (Koçbulut and Altıntaş 2016: 
16). CIPS is a general test statistic for unit root (Pesaran 2007: 276): 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) = 𝑁𝑁𝑁𝑁−1 ∑ 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇)𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1         (2) 

where 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) is the CADF statistic for the i. cross-section unit based on CADF 
regression (∆𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 +  𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−1 +  𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖−1 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖∆𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖  +  𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖)  (Pesaran 2007: 269). The null 
hypothesis has the statement of non-stationary series (𝐻𝐻𝐻𝐻0: 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖 = 0 for all i) (Pesaran 2007: 268-
69).  

Because of the connected units, the existence of a small sample (micro panel), and 
having different integration levels for series, the panel auto-regressive distributed lag (ARDL) 
model is the most suitable for the long-run coefficient estimation. Deviations from long-run 
equilibrium are significant than short-run equilibrium. Therefore, the long-run relationship 
between variables and unbiasedness are favorable in the estimation process (Granger 1986: 
213). We run the ARDL approach under the integration level of I(1)  for dependent variable and 
I(0) for  explanatory variable (Pesaran et al. 2001: 315). The fundamental model of ARDL (px, 
py) with respect of dependent and independent variables (Ditzen 2018: 6):  

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 = ∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 +  ∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  +  𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖      (3) 

where  the lag length of y and x are 𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥,𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦, respectively. If we calculate the coefficients 
of long-run β and average group (Ditzen 2018: 6): 

 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 =
∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0

1−∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1

,    �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = ∑ 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1     (4)

  

In calculating 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 and �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 values, Chudik et al. (2016) suggest the cross-sectionally 
augmented ARDL (CS-ARDL) and the cross-sectionally augmented distributed lag (CS-DL) 
estimators. CS-ARDL technique calculates the long-run coefficients from short-run coefficients 
and includes cross-sectional average. Extended version of equation 3 is explained below 
(Ditzen 2018: 9): 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 = ∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 +  ∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  +  ∑ 𝛾𝛾𝛾𝛾′𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑇𝑇𝑇𝑇
𝐼𝐼𝐼𝐼=0 𝑧𝑧𝑧𝑧�̅�𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  + 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖    (5) 

where 𝑧𝑧𝑧𝑧�̅�𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 consists of 𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 and �̅�𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼. 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 is serially uncorrelated process across for all 
i. Adding the cross-sectional mean to the formula can remove cross-sectional dependence in 
the errors. Thus, the estimation fulfills the validity criteria (Erülgen et al. 2020: 9). 

4. Analysis 
At the beginning of the analysis, a related cross-sectional dependence test is necessary 

to check the possible correlations among units. The null hypothesis consists of a cross-sectional 
independence argument (DeHoyos and Sarafidis 2006: 492). The test statistics of Frees is 5.589 
and critical values are 0.2828 (0.10), 0.3826 (0.05), and 0.5811 (0.01). Because Frees' statistics 
are bigger than critical values, we reject the null hypothesis suggesting the cross-sectional 
independence. After that, we implement cross-sectional augmented Dickey Fuller method. The 
results are reported in Table 1.  
 

 and 

 

Having found that there is a cross-sectional dependence among units, we should use the 
unit root test allowing cross-sectional dependence Because of the unbalanced panel data, we 
can apply Pesaran's (2007) methodology. Pesaran developed the cross-sectionally augmented 
Dickey-Fuller (CADF) statistics. In the process, he calculated a general panel unit root statistics 
by using unit root statistics of each cross-section in a panel data (Koçbulut and Altıntaş 2016: 
16). CIPS is a general test statistic for unit root (Pesaran 2007: 276): 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) = 𝑁𝑁𝑁𝑁−1 ∑ 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇)𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1         (2) 

where 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) is the CADF statistic for the i. cross-section unit based on CADF 
regression (∆𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 +  𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−1 +  𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖−1 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖∆𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖  +  𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖)  (Pesaran 2007: 269). The null 
hypothesis has the statement of non-stationary series (𝐻𝐻𝐻𝐻0: 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖 = 0 for all i) (Pesaran 2007: 268-
69).  

Because of the connected units, the existence of a small sample (micro panel), and 
having different integration levels for series, the panel auto-regressive distributed lag (ARDL) 
model is the most suitable for the long-run coefficient estimation. Deviations from long-run 
equilibrium are significant than short-run equilibrium. Therefore, the long-run relationship 
between variables and unbiasedness are favorable in the estimation process (Granger 1986: 
213). We run the ARDL approach under the integration level of I(1)  for dependent variable and 
I(0) for  explanatory variable (Pesaran et al. 2001: 315). The fundamental model of ARDL (px, 
py) with respect of dependent and independent variables (Ditzen 2018: 6):  

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 = ∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 +  ∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  +  𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖      (3) 

where  the lag length of y and x are 𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥,𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦, respectively. If we calculate the coefficients 
of long-run β and average group (Ditzen 2018: 6): 

 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 =
∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0

1−∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1

,    �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = ∑ 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1     (4)

  

In calculating 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 and �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 values, Chudik et al. (2016) suggest the cross-sectionally 
augmented ARDL (CS-ARDL) and the cross-sectionally augmented distributed lag (CS-DL) 
estimators. CS-ARDL technique calculates the long-run coefficients from short-run coefficients 
and includes cross-sectional average. Extended version of equation 3 is explained below 
(Ditzen 2018: 9): 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 = ∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 +  ∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  +  ∑ 𝛾𝛾𝛾𝛾′𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑇𝑇𝑇𝑇
𝐼𝐼𝐼𝐼=0 𝑧𝑧𝑧𝑧�̅�𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  + 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖    (5) 

where 𝑧𝑧𝑧𝑧�̅�𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 consists of 𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 and �̅�𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼. 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 is serially uncorrelated process across for all 
i. Adding the cross-sectional mean to the formula can remove cross-sectional dependence in 
the errors. Thus, the estimation fulfills the validity criteria (Erülgen et al. 2020: 9). 

4. Analysis 
At the beginning of the analysis, a related cross-sectional dependence test is necessary 

to check the possible correlations among units. The null hypothesis consists of a cross-sectional 
independence argument (DeHoyos and Sarafidis 2006: 492). The test statistics of Frees is 5.589 
and critical values are 0.2828 (0.10), 0.3826 (0.05), and 0.5811 (0.01). Because Frees' statistics 
are bigger than critical values, we reject the null hypothesis suggesting the cross-sectional 
independence. After that, we implement cross-sectional augmented Dickey Fuller method. The 
results are reported in Table 1.  
 

 values, Chudik et al. (2016) suggest the cross-sectionally augmented ARDL (CS-AR-
DL) and the cross-sectionally augmented distributed lag (CS-DL) estimators. CS-ARDL technique calculates the 
long-run coefficients from short-run coefficients and includes cross-sectional average. Extended version of equa-
tion 3 is explained below (Ditzen 2018: 9):

     (5)

where 

 

Having found that there is a cross-sectional dependence among units, we should use the 
unit root test allowing cross-sectional dependence Because of the unbalanced panel data, we 
can apply Pesaran's (2007) methodology. Pesaran developed the cross-sectionally augmented 
Dickey-Fuller (CADF) statistics. In the process, he calculated a general panel unit root statistics 
by using unit root statistics of each cross-section in a panel data (Koçbulut and Altıntaş 2016: 
16). CIPS is a general test statistic for unit root (Pesaran 2007: 276): 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) = 𝑁𝑁𝑁𝑁−1 ∑ 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇)𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1         (2) 

where 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) is the CADF statistic for the i. cross-section unit based on CADF 
regression (∆𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 +  𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−1 +  𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖−1 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖∆𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖  +  𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖)  (Pesaran 2007: 269). The null 
hypothesis has the statement of non-stationary series (𝐻𝐻𝐻𝐻0: 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖 = 0 for all i) (Pesaran 2007: 268-
69).  

Because of the connected units, the existence of a small sample (micro panel), and 
having different integration levels for series, the panel auto-regressive distributed lag (ARDL) 
model is the most suitable for the long-run coefficient estimation. Deviations from long-run 
equilibrium are significant than short-run equilibrium. Therefore, the long-run relationship 
between variables and unbiasedness are favorable in the estimation process (Granger 1986: 
213). We run the ARDL approach under the integration level of I(1)  for dependent variable and 
I(0) for  explanatory variable (Pesaran et al. 2001: 315). The fundamental model of ARDL (px, 
py) with respect of dependent and independent variables (Ditzen 2018: 6):  

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 = ∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 +  ∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  +  𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖      (3) 

where  the lag length of y and x are 𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥,𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦, respectively. If we calculate the coefficients 
of long-run β and average group (Ditzen 2018: 6): 

 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 =
∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0

1−∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1

,    �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = ∑ 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1     (4)

  

In calculating 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 and �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 values, Chudik et al. (2016) suggest the cross-sectionally 
augmented ARDL (CS-ARDL) and the cross-sectionally augmented distributed lag (CS-DL) 
estimators. CS-ARDL technique calculates the long-run coefficients from short-run coefficients 
and includes cross-sectional average. Extended version of equation 3 is explained below 
(Ditzen 2018: 9): 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 = ∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 +  ∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  +  ∑ 𝛾𝛾𝛾𝛾′𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑇𝑇𝑇𝑇
𝐼𝐼𝐼𝐼=0 𝑧𝑧𝑧𝑧�̅�𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  + 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖    (5) 

where 𝑧𝑧𝑧𝑧�̅�𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 consists of 𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 and �̅�𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼. 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 is serially uncorrelated process across for all 
i. Adding the cross-sectional mean to the formula can remove cross-sectional dependence in 
the errors. Thus, the estimation fulfills the validity criteria (Erülgen et al. 2020: 9). 

4. Analysis 
At the beginning of the analysis, a related cross-sectional dependence test is necessary 

to check the possible correlations among units. The null hypothesis consists of a cross-sectional 
independence argument (DeHoyos and Sarafidis 2006: 492). The test statistics of Frees is 5.589 
and critical values are 0.2828 (0.10), 0.3826 (0.05), and 0.5811 (0.01). Because Frees' statistics 
are bigger than critical values, we reject the null hypothesis suggesting the cross-sectional 
independence. After that, we implement cross-sectional augmented Dickey Fuller method. The 
results are reported in Table 1.  
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Having found that there is a cross-sectional dependence among units, we should use the 
unit root test allowing cross-sectional dependence Because of the unbalanced panel data, we 
can apply Pesaran's (2007) methodology. Pesaran developed the cross-sectionally augmented 
Dickey-Fuller (CADF) statistics. In the process, he calculated a general panel unit root statistics 
by using unit root statistics of each cross-section in a panel data (Koçbulut and Altıntaş 2016: 
16). CIPS is a general test statistic for unit root (Pesaran 2007: 276): 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) = 𝑁𝑁𝑁𝑁−1 ∑ 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇)𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1         (2) 

where 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) is the CADF statistic for the i. cross-section unit based on CADF 
regression (∆𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 +  𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−1 +  𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖−1 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖∆𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖  +  𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖)  (Pesaran 2007: 269). The null 
hypothesis has the statement of non-stationary series (𝐻𝐻𝐻𝐻0: 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖 = 0 for all i) (Pesaran 2007: 268-
69).  

Because of the connected units, the existence of a small sample (micro panel), and 
having different integration levels for series, the panel auto-regressive distributed lag (ARDL) 
model is the most suitable for the long-run coefficient estimation. Deviations from long-run 
equilibrium are significant than short-run equilibrium. Therefore, the long-run relationship 
between variables and unbiasedness are favorable in the estimation process (Granger 1986: 
213). We run the ARDL approach under the integration level of I(1)  for dependent variable and 
I(0) for  explanatory variable (Pesaran et al. 2001: 315). The fundamental model of ARDL (px, 
py) with respect of dependent and independent variables (Ditzen 2018: 6):  

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 = ∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 +  ∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
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𝐼𝐼𝐼𝐼=0 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  +  𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖      (3) 

where  the lag length of y and x are 𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥,𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦, respectively. If we calculate the coefficients 
of long-run β and average group (Ditzen 2018: 6): 

 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 =
∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0

1−∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1

,    �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = ∑ 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1     (4)

  

In calculating 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 and �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 values, Chudik et al. (2016) suggest the cross-sectionally 
augmented ARDL (CS-ARDL) and the cross-sectionally augmented distributed lag (CS-DL) 
estimators. CS-ARDL technique calculates the long-run coefficients from short-run coefficients 
and includes cross-sectional average. Extended version of equation 3 is explained below 
(Ditzen 2018: 9): 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 = ∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
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𝐼𝐼𝐼𝐼=0 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  +  ∑ 𝛾𝛾𝛾𝛾′𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑇𝑇𝑇𝑇
𝐼𝐼𝐼𝐼=0 𝑧𝑧𝑧𝑧�̅�𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  + 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖    (5) 

where 𝑧𝑧𝑧𝑧�̅�𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 consists of 𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 and �̅�𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼. 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 is serially uncorrelated process across for all 
i. Adding the cross-sectional mean to the formula can remove cross-sectional dependence in 
the errors. Thus, the estimation fulfills the validity criteria (Erülgen et al. 2020: 9). 

4. Analysis 
At the beginning of the analysis, a related cross-sectional dependence test is necessary 

to check the possible correlations among units. The null hypothesis consists of a cross-sectional 
independence argument (DeHoyos and Sarafidis 2006: 492). The test statistics of Frees is 5.589 
and critical values are 0.2828 (0.10), 0.3826 (0.05), and 0.5811 (0.01). Because Frees' statistics 
are bigger than critical values, we reject the null hypothesis suggesting the cross-sectional 
independence. After that, we implement cross-sectional augmented Dickey Fuller method. The 
results are reported in Table 1.  
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Having found that there is a cross-sectional dependence among units, we should use the 
unit root test allowing cross-sectional dependence Because of the unbalanced panel data, we 
can apply Pesaran's (2007) methodology. Pesaran developed the cross-sectionally augmented 
Dickey-Fuller (CADF) statistics. In the process, he calculated a general panel unit root statistics 
by using unit root statistics of each cross-section in a panel data (Koçbulut and Altıntaş 2016: 
16). CIPS is a general test statistic for unit root (Pesaran 2007: 276): 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) = 𝑁𝑁𝑁𝑁−1 ∑ 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇)𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1         (2) 

where 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) is the CADF statistic for the i. cross-section unit based on CADF 
regression (∆𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 +  𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−1 +  𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖−1 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖∆𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖  +  𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖)  (Pesaran 2007: 269). The null 
hypothesis has the statement of non-stationary series (𝐻𝐻𝐻𝐻0: 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖 = 0 for all i) (Pesaran 2007: 268-
69).  

Because of the connected units, the existence of a small sample (micro panel), and 
having different integration levels for series, the panel auto-regressive distributed lag (ARDL) 
model is the most suitable for the long-run coefficient estimation. Deviations from long-run 
equilibrium are significant than short-run equilibrium. Therefore, the long-run relationship 
between variables and unbiasedness are favorable in the estimation process (Granger 1986: 
213). We run the ARDL approach under the integration level of I(1)  for dependent variable and 
I(0) for  explanatory variable (Pesaran et al. 2001: 315). The fundamental model of ARDL (px, 
py) with respect of dependent and independent variables (Ditzen 2018: 6):  

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 = ∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
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where  the lag length of y and x are 𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥,𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦, respectively. If we calculate the coefficients 
of long-run β and average group (Ditzen 2018: 6): 

 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 =
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,    �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = ∑ 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑁𝑁𝑁𝑁
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In calculating 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 and �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 values, Chudik et al. (2016) suggest the cross-sectionally 
augmented ARDL (CS-ARDL) and the cross-sectionally augmented distributed lag (CS-DL) 
estimators. CS-ARDL technique calculates the long-run coefficients from short-run coefficients 
and includes cross-sectional average. Extended version of equation 3 is explained below 
(Ditzen 2018: 9): 
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𝑝𝑝𝑝𝑝𝑇𝑇𝑇𝑇
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where 𝑧𝑧𝑧𝑧�̅�𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 consists of 𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 and �̅�𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼. 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 is serially uncorrelated process across for all 
i. Adding the cross-sectional mean to the formula can remove cross-sectional dependence in 
the errors. Thus, the estimation fulfills the validity criteria (Erülgen et al. 2020: 9). 

4. Analysis 
At the beginning of the analysis, a related cross-sectional dependence test is necessary 

to check the possible correlations among units. The null hypothesis consists of a cross-sectional 
independence argument (DeHoyos and Sarafidis 2006: 492). The test statistics of Frees is 5.589 
and critical values are 0.2828 (0.10), 0.3826 (0.05), and 0.5811 (0.01). Because Frees' statistics 
are bigger than critical values, we reject the null hypothesis suggesting the cross-sectional 
independence. After that, we implement cross-sectional augmented Dickey Fuller method. The 
results are reported in Table 1.  
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When we examine the stationary levels of the variables, log_pro and log_inc are integrated I(1) and I(0), respec-
tively. Furthermore, cross-sectional dependent variables necessitate the CS-ARDL approach. Table 2 reports the 
analysis results with different lag lengths.

 
 
 

Table 1. Stationary Test Results 

cons. cons. & trend lag cons. cons. & trend lag 
log_pro log_inc 

0.873 0.837 0 -2.828 ** -2.135 ** 0 
- 0.300 - 0.449 1 -1.690 ** 1.394 1 

∆log_pro  ∆log_inc 
-7.310 *** -4.674*** 0 -12.002 *** -10.302 *** 0 
-4.243 *** -1.067 1 -3.510 *** -0.594 1 

Note: ***, **, and * represent % 1, % 5 and % 10 respectively. 

When we examine the stationary levels of the variables, log_pro and log_inc are integrated I(1) 
and I(0), respectively. Furthermore, cross-sectional dependent variables necessitate the CS-
ARDL approach. Table 2 reports the analysis results with different lag lengths. 

Table 2: Long-Run Coefficients 

Coef. z stat. Lag(s) F stat. R-sqr. CD-stat. (p) 

-0.1302 (0.0616) -2.12**  0 1.53*** 0.21 0.32 (0.750) 
-0.1609 (0.0764) -2.11**  1 1.58*** 0.33 -0.63 (0.532) 
-0.1475 (0.052) -1.73 *  2 1.68*** 0.46 -0.67 (0.503) 

-0.1258 (0.0895) 1.40 3 1.55*** 0.57 -0.15 (0.884) 
Note: ***, **, and * represent % 1, % 5 and % 10 respectively. Standard errors in parentheses. 

All models are statistically valid according to the F statistics. The most suitable model 
is ARDL (1,1). One lagged values of variables have a long-run relationship. There is a negative 
relationship between wage inequality and labor productivity. 1 % increase in wage inequality 
results in a 0.16 % decrease in labor productivity. Wage inequality explains 33% of productivity 
declines. This percentage is high if we consider only one explanatory variable.  Moreover, the 
CD test is a post-estimation test for validity and shows that errors are cross-sectionally 
independent.  

In the analysis, the income quintile share ratio is used as an inequality indicator while 
other studies employ the Gini index. Furthermore, this study estimates the long-run coefficients, 
other studies make general estimations without any differentiation. Considering the results, the 
coefficient is close to the 0.15 value of Kim and Sakamoto (2008), smaller than 0.78 and 0.99 
of DiPietro (2014). In addition, it is bigger than the 0.06 and 0.02 of Policardo et al. (2018) in 
absolute values. Our findings are consistent with the theory and the empirical studies except for 
DiPietro. Briefly, we should pay attention to the dynamics between wage and productivity for 
a stable improvement in labor productivity in the long run. In addition, control variables can 
clarify the impact of wage inequality on the productivity level. 

5. Conclusion 

Improving productivity and diminishing inequal income/wage distribution require long-
term policy and strategies. Therefore, this paper investigates the long-term parameters. An 
inequal income ratio negatively affects labor productivity. Unfair wage determination is one of 
the sources of income inequality. Various factors such as gender discrimination, subjective 

 

Having found that there is a cross-sectional dependence among units, we should use the 
unit root test allowing cross-sectional dependence Because of the unbalanced panel data, we 
can apply Pesaran's (2007) methodology. Pesaran developed the cross-sectionally augmented 
Dickey-Fuller (CADF) statistics. In the process, he calculated a general panel unit root statistics 
by using unit root statistics of each cross-section in a panel data (Koçbulut and Altıntaş 2016: 
16). CIPS is a general test statistic for unit root (Pesaran 2007: 276): 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) = 𝑁𝑁𝑁𝑁−1 ∑ 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇)𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1         (2) 

where 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) is the CADF statistic for the i. cross-section unit based on CADF 
regression (∆𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 +  𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−1 +  𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖−1 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖∆𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖  +  𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖)  (Pesaran 2007: 269). The null 
hypothesis has the statement of non-stationary series (𝐻𝐻𝐻𝐻0: 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖 = 0 for all i) (Pesaran 2007: 268-
69).  

Because of the connected units, the existence of a small sample (micro panel), and 
having different integration levels for series, the panel auto-regressive distributed lag (ARDL) 
model is the most suitable for the long-run coefficient estimation. Deviations from long-run 
equilibrium are significant than short-run equilibrium. Therefore, the long-run relationship 
between variables and unbiasedness are favorable in the estimation process (Granger 1986: 
213). We run the ARDL approach under the integration level of I(1)  for dependent variable and 
I(0) for  explanatory variable (Pesaran et al. 2001: 315). The fundamental model of ARDL (px, 
py) with respect of dependent and independent variables (Ditzen 2018: 6):  

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 = ∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
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𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  +  𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖      (3) 

where  the lag length of y and x are 𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥,𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦, respectively. If we calculate the coefficients 
of long-run β and average group (Ditzen 2018: 6): 

 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 =
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1−∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
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,    �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = ∑ 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1     (4)

  

In calculating 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 and �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 values, Chudik et al. (2016) suggest the cross-sectionally 
augmented ARDL (CS-ARDL) and the cross-sectionally augmented distributed lag (CS-DL) 
estimators. CS-ARDL technique calculates the long-run coefficients from short-run coefficients 
and includes cross-sectional average. Extended version of equation 3 is explained below 
(Ditzen 2018: 9): 
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i. Adding the cross-sectional mean to the formula can remove cross-sectional dependence in 
the errors. Thus, the estimation fulfills the validity criteria (Erülgen et al. 2020: 9). 

4. Analysis 
At the beginning of the analysis, a related cross-sectional dependence test is necessary 

to check the possible correlations among units. The null hypothesis consists of a cross-sectional 
independence argument (DeHoyos and Sarafidis 2006: 492). The test statistics of Frees is 5.589 
and critical values are 0.2828 (0.10), 0.3826 (0.05), and 0.5811 (0.01). Because Frees' statistics 
are bigger than critical values, we reject the null hypothesis suggesting the cross-sectional 
independence. After that, we implement cross-sectional augmented Dickey Fuller method. The 
results are reported in Table 1.  
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𝐼𝐼𝐼𝐼=1 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 +  ∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  +  ∑ 𝛾𝛾𝛾𝛾′𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑇𝑇𝑇𝑇
𝐼𝐼𝐼𝐼=0 𝑧𝑧𝑧𝑧�̅�𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  + 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖    (5) 

where 𝑧𝑧𝑧𝑧�̅�𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 consists of 𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 and �̅�𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼. 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 is serially uncorrelated process across for all 
i. Adding the cross-sectional mean to the formula can remove cross-sectional dependence in 
the errors. Thus, the estimation fulfills the validity criteria (Erülgen et al. 2020: 9). 

4. Analysis 
At the beginning of the analysis, a related cross-sectional dependence test is necessary 

to check the possible correlations among units. The null hypothesis consists of a cross-sectional 
independence argument (DeHoyos and Sarafidis 2006: 492). The test statistics of Frees is 5.589 
and critical values are 0.2828 (0.10), 0.3826 (0.05), and 0.5811 (0.01). Because Frees' statistics 
are bigger than critical values, we reject the null hypothesis suggesting the cross-sectional 
independence. After that, we implement cross-sectional augmented Dickey Fuller method. The 
results are reported in Table 1.  
 

 

Having found that there is a cross-sectional dependence among units, we should use the 
unit root test allowing cross-sectional dependence Because of the unbalanced panel data, we 
can apply Pesaran's (2007) methodology. Pesaran developed the cross-sectionally augmented 
Dickey-Fuller (CADF) statistics. In the process, he calculated a general panel unit root statistics 
by using unit root statistics of each cross-section in a panel data (Koçbulut and Altıntaş 2016: 
16). CIPS is a general test statistic for unit root (Pesaran 2007: 276): 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) = 𝑁𝑁𝑁𝑁−1 ∑ 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇)𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1         (2) 

where 𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖(𝑁𝑁𝑁𝑁,𝑇𝑇𝑇𝑇) is the CADF statistic for the i. cross-section unit based on CADF 
regression (∆𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖 +  𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−1 +  𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖−1 + 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖∆𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖  +  𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖)  (Pesaran 2007: 269). The null 
hypothesis has the statement of non-stationary series (𝐻𝐻𝐻𝐻0: 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖 = 0 for all i) (Pesaran 2007: 268-
69).  

Because of the connected units, the existence of a small sample (micro panel), and 
having different integration levels for series, the panel auto-regressive distributed lag (ARDL) 
model is the most suitable for the long-run coefficient estimation. Deviations from long-run 
equilibrium are significant than short-run equilibrium. Therefore, the long-run relationship 
between variables and unbiasedness are favorable in the estimation process (Granger 1986: 
213). We run the ARDL approach under the integration level of I(1)  for dependent variable and 
I(0) for  explanatory variable (Pesaran et al. 2001: 315). The fundamental model of ARDL (px, 
py) with respect of dependent and independent variables (Ditzen 2018: 6):  

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 = ∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 +  ∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  +  𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖      (3) 

where  the lag length of y and x are 𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥,𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦, respectively. If we calculate the coefficients 
of long-run β and average group (Ditzen 2018: 6): 

 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 =
∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0

1−∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1

,    �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = ∑ 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1     (4)

  

In calculating 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖 and �̅�𝜃𝜃𝜃𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 values, Chudik et al. (2016) suggest the cross-sectionally 
augmented ARDL (CS-ARDL) and the cross-sectionally augmented distributed lag (CS-DL) 
estimators. CS-ARDL technique calculates the long-run coefficients from short-run coefficients 
and includes cross-sectional average. Extended version of equation 3 is explained below 
(Ditzen 2018: 9): 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 = ∑ 𝜆𝜆𝜆𝜆𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖
𝑝𝑝𝑝𝑝𝑦𝑦𝑦𝑦
𝐼𝐼𝐼𝐼=1 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 +  ∑ 𝛽𝛽𝛽𝛽𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥
𝐼𝐼𝐼𝐼=0 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  +  ∑ 𝛾𝛾𝛾𝛾′𝐼𝐼𝐼𝐼,𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑇𝑇𝑇𝑇
𝐼𝐼𝐼𝐼=0 𝑧𝑧𝑧𝑧�̅�𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼  + 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖    (5) 

where 𝑧𝑧𝑧𝑧�̅�𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 consists of 𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼 and �̅�𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖−𝐼𝐼𝐼𝐼. 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖,𝑖𝑖𝑖𝑖 is serially uncorrelated process across for all 
i. Adding the cross-sectional mean to the formula can remove cross-sectional dependence in 
the errors. Thus, the estimation fulfills the validity criteria (Erülgen et al. 2020: 9). 

4. Analysis 
At the beginning of the analysis, a related cross-sectional dependence test is necessary 

to check the possible correlations among units. The null hypothesis consists of a cross-sectional 
independence argument (DeHoyos and Sarafidis 2006: 492). The test statistics of Frees is 5.589 
and critical values are 0.2828 (0.10), 0.3826 (0.05), and 0.5811 (0.01). Because Frees' statistics 
are bigger than critical values, we reject the null hypothesis suggesting the cross-sectional 
independence. After that, we implement cross-sectional augmented Dickey Fuller method. The 
results are reported in Table 1.  
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Table 2. Long-Run Coefficients

Note: ***, **, and * represent % 1, % 5 and % 10 respectively. Standard errors in parentheses.

All models are statistically valid according to the F statistics. The most suitable model is ARDL (1,1). One lagged 
values of variables have a long-run relationship. There is a negative relationship between wage inequality and la-
bor productivity. 1 % increase in wage inequality results in a 0.16 % decrease in labor productivity. Wage inequal-
ity explains 33% of productivity declines. This percentage is high if we consider only one explanatory variable.  
Moreover, the CD test is a post-estimation test for validity and shows that errors are cross-sectionally independent. 

In the analysis, the income quintile share ratio is used as an inequality indicator while other studies employ the 
Gini index. Furthermore, this study estimates the long-run coefficients, other studies make general estimations 
without any differentiation. Considering the results, the coefficient is close to the 0.15 value of Kim and Sakamoto 
(2008), smaller than 0.78 and 0.99 of DiPietro (2014). In addition, it is bigger than the 0.06 and 0.02 of Policardo 
et al. (2018) in absolute values. Our findings are consistent with the theory and the empirical studies except for 
DiPietro. Briefly, we should pay attention to the dynamics between wage and productivity for a stable improve-
ment in labor productivity in the long run. In addition, control variables can clarify the impact of wage inequality 
on the productivity level.

5. CONCLUSION

Improving productivity and diminishing inequal income/wage distribution require long-term policy and strategies. 
Therefore, this paper investigates the long-term parameters. An inequal income ratio negatively affects labor pro-
ductivity. Unfair wage determination is one of the sources of income inequality. Various factors such as gender 
discrimination, subjective assessment, and regional differences might be other sources. Therefore, penetrating or 
reducing the inequalities probably depict long-run rather than short-run solutions. 

In this respect, sustainable development goals determine reductions in inequalities as one of the three urgent goals. 
Three goals are “fight inequality & injustice,” “end extreme poverty,” and “fix climate change” from 2015 to 
2030. Alternative policies at local, regional, territorial, and global levels might be more beneficial and powerful 
for this purpose. Furthermore, policy recommendations may include some measures on how to reduce inequality. 
Remuneration determination criteria based on skills, abilities, education, and the perception of the right wage level 
can help to prevent wage inequality. In addition, the government can detect and control whether the companies 
determine fair wages.

Cross-sectional dependency and data size restrict possible analysis techniques. A larger and more comprehensive 
data set will allow for more appropriate analysis. Further research can analyze time series data with different meth-
ods considering structural breaks and nonlinear dynamics. Researchers might extent and develop cross-sectional 
or panel models with spatial effects.
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Table 1. Stationary Test Results 

cons. cons. & trend lag cons. cons. & trend lag 
log_pro log_inc 

0.873 0.837 0 -2.828 ** -2.135 ** 0 
- 0.300 - 0.449 1 -1.690 ** 1.394 1 

∆log_pro  ∆log_inc 
-7.310 *** -4.674*** 0 -12.002 *** -10.302 *** 0 
-4.243 *** -1.067 1 -3.510 *** -0.594 1 

Note: ***, **, and * represent % 1, % 5 and % 10 respectively. 

When we examine the stationary levels of the variables, log_pro and log_inc are integrated I(1) 
and I(0), respectively. Furthermore, cross-sectional dependent variables necessitate the CS-
ARDL approach. Table 2 reports the analysis results with different lag lengths. 

Table 2: Long-Run Coefficients 

Coef. z stat. Lag(s) F stat. R-sqr. CD-stat. (p) 

-0.1302 (0.0616) -2.12**  0 1.53*** 0.21 0.32 (0.750) 
-0.1609 (0.0764) -2.11**  1 1.58*** 0.33 -0.63 (0.532) 
-0.1475 (0.052) -1.73 *  2 1.68*** 0.46 -0.67 (0.503) 

-0.1258 (0.0895) 1.40 3 1.55*** 0.57 -0.15 (0.884) 
Note: ***, **, and * represent % 1, % 5 and % 10 respectively. Standard errors in parentheses. 

All models are statistically valid according to the F statistics. The most suitable model 
is ARDL (1,1). One lagged values of variables have a long-run relationship. There is a negative 
relationship between wage inequality and labor productivity. 1 % increase in wage inequality 
results in a 0.16 % decrease in labor productivity. Wage inequality explains 33% of productivity 
declines. This percentage is high if we consider only one explanatory variable.  Moreover, the 
CD test is a post-estimation test for validity and shows that errors are cross-sectionally 
independent.  

In the analysis, the income quintile share ratio is used as an inequality indicator while 
other studies employ the Gini index. Furthermore, this study estimates the long-run coefficients, 
other studies make general estimations without any differentiation. Considering the results, the 
coefficient is close to the 0.15 value of Kim and Sakamoto (2008), smaller than 0.78 and 0.99 
of DiPietro (2014). In addition, it is bigger than the 0.06 and 0.02 of Policardo et al. (2018) in 
absolute values. Our findings are consistent with the theory and the empirical studies except for 
DiPietro. Briefly, we should pay attention to the dynamics between wage and productivity for 
a stable improvement in labor productivity in the long run. In addition, control variables can 
clarify the impact of wage inequality on the productivity level. 

5. Conclusion 

Improving productivity and diminishing inequal income/wage distribution require long-
term policy and strategies. Therefore, this paper investigates the long-term parameters. An 
inequal income ratio negatively affects labor productivity. Unfair wage determination is one of 
the sources of income inequality. Various factors such as gender discrimination, subjective 
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